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Abstract. The self-protecting multipath (SPM) is a simple and efficient end-to-end protection switching mechanism. It distributes traffic according to a path failure specific load balancing function over several disjoint paths and redistributes it if one of these paths fails. SPMs with optimal load balancing functions (oSPMs) are unnecessarily complex because traffic aggregates potentially need to be split which is an obstacle for the deployment of SPMs in practice. The contribution of this paper is the proposal of an integer SPM (iSPM), i.e., the load balancing functions take only 0/1 values and effectively become path selection functions. In addition, we propose a greedy heuristic to optimize the 0/1 distributions. Finally, we show that the iSPM is only little less efficient than the oSPM and that the computation time of the heuristic for the iSPM is clearly faster than the linear program solver for the oSPM such that the iSPM can be deployed in significantly larger networks.

1 Introduction and Related Work

Carrier grade networks typically require high availability in the order of 99.999% such that restoration or protection switching is needed. Restoration mechanisms, e.g. shortest path rerouting (SPR) in IP networks, try to find new routes after a network element fails. Such methods are simple and robust [1, 2] but also slow [3]. Protection switching pre-establishes backup paths for fast switch-over in failure cases [4]. The classical concept is end-to-end (e2e) protection with primary and backup paths. In case of a failure, the traffic is just shifted at its path ingress router from the primary to the backup path. The switching is fast, but the signalling of the failure to the ingress router takes time and traffic already on the way is lost. Therefore, fast reroute (FRR) mechanisms provide backup alternatives not only at the ingress router but at almost every node of the primary path. Fast reroute mechanisms are already in use for MPLS [5, 6] and are currently also discussed for IP networks [7–10].

In this context, the self-protecting multipath (SPM) has been proposed in previous work [11, 12] as an e2e protection switching mechanism. Its path layout consists of disjoint parallel paths and the traffic is distributed over all of them.
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according to a traffic distribution (or load balancing) function (see Figure 1). If a single path fails, the traffic is redistributed over the working paths according to another traffic distribution function. Thus, a specific traffic distribution function \( I_d^f \) is required for each demand \( d \) and for every pattern \( f \) of working and non-working paths. Opposed to the conventional primary and backup paths concept, the SPM does not distinguish between a dedicated primary and backup paths. Both under failure-free conditions and in case of network failures, the traffic may be spread over several of the disjoint paths. And in contrast to optimum primary and backup paths [13], the SPM performs a traffic shift only if at least one of its disjoint paths is affected by a failure. Thus, the reaction is based on local information and signalling of remote failures across the network is not required. This is important as the connectivity in such a situation is compromised.

**Fig. 1.** The SPM distributes the traffic of a demand \( d \) over disjoint paths \( P_d = (p_1, ..., p_{d-1}) \) according to a traffic distribution function \( I_d^f \) which depends on the pattern \( f \) of working and non-working paths.

When a network is given with link capacities, traffic matrix, and the path layout for the disjoint paths of the SPMs, the traffic distribution functions \( I_d^f \) can be optimized. Optimization means that the maximum utilization of any link in the network is minimized for a set of protected failure scenarios \( S \). Optimum traffic distribution functions \( I_d^f \) can be calculated by linear programs (LPs) [14] and may split the demands for transmission over different paths. A comparison with other resilience mechanisms showed that this optimal SPM (oSPM) is very efficient [15] in the sense that it can carry more primary traffic to achieve the same maximum utilization values than optimized single shortest path (SSP) and equal-cost multipath (ECMP) IP (re)routing, variants of MPLS FRR, and various e2e protection mechanisms based on the primary and backup path principle.

However, the oSPM has three major drawbacks. Firstly, optimal traffic distribution functions require that traffic aggregates are potentially split and carried over different paths. Thus, load balancing techniques are needed for the implementation of the SPM, which makes the SPM unnecessarily complex and which is a major obstacle for its deployment. Secondly, the LPs for the optimization of the oSPM become computationally infeasible for large networks. Thirdly, load balancing techniques required for traffic distribution are problematic due to inaccuracies caused by stochastic effects [16].
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The contribution of this work is the definition of the integer SPM (iSPM) that allows only 0/1 values in the traffic distribution function \( I_d \). This abandons the problems induced by fractional load balancing, but thereby the traffic distribution function \( I_d \) effectively becomes a path selection function. The 0/1 constraints make the optimization more difficult. Therefore, we develop a powerful heuristic for that problem. We show that the iSPM is only little less efficient than the oSPM and that the heuristics are much faster than the LPs such that the iSPM can be applied in significantly larger networks than the oSPM.

This paper is organized as follows. Section 2 reviews the superiority of the oSPM over SSP (re)routing in small and medium-size networks and analyzes the values of the optimal traffic distribution functions. Section 3 describes the heuristic for the optimization of the 0/1 traffic distribution functions \( I_d \) for the iSPM. Section 4 compares the efficiency of oSPM and iSPM, it studies the efficiency of the iSPM in large networks, and it compares the time for the optimization of the traffic distribution functions for the oSPM and iSPM. Finally, the conclusion in Section 5 summarizes this work.

2 The Optimal Self-Protecting Multipath (oSPM)

The configuration of the SPM in existing networks is a two-stage approach. First, the k-shortest paths algorithm from [17] finds a suitable node and link disjoint multipath \( P_d \) for each demand \( d \). Then, the traffic distribution functions \( I_d \) must be assigned for all demands \( d \) and their respective failure patterns \( f \) of working and non-working paths. In this section we briefly review the optimal assignment for the distribution functions \( I_d \) by linear programs (LPs) [14] and show the superiority of this optimal SPM (oSPM) over single shortest path (SSP) (re)routing in small and medium size networks.

2.1 Measuring and Comparing the Efficiency of Resilience Mechanisms

We perform a parametric study to measure and compare the efficiency of resilience mechanisms. The degree \( \text{deg}(v) \) of a network node \( v \) is the number of its outgoing links. We construct sample networks for which we control the number of nodes \( n \) in the range from 10 to 200, the average node degree \( \text{deg}_{\text{avg}} \in \{3, 4, 5, 6\} \), and the maximum deviation of the individual node degree from the average node degree \( \text{deg}_{\text{max}} = \{1, 2, 3\} \). We use the algorithm of [12] for the construction of these networks since we cannot control these parameters rigidly with the commonly used topology generators [18–22]. We sampled 5 random networks for each combination of network characteristics and tested altogether 1140 different networks. This is a huge amount of data and for the sake of clarity we restrict our presentation to a representative subset thereof. However, all statements made also hold for the larger data set. We consider the maximum link utilization of a network in all single link and router failure scenarios \( s \in S \) and compare it for the optimized oSPM assignment \( \rho_{\text{SPM}}^{\text{oSPM}} \) and unoptimized SSP (re)routing \( \rho_{\text{SSP}}^{\text{max}} \). We use the unoptimized SSP (re)routing as our comparison baseline since it is the most widely used in today’s Internet. A comparison of the oSPM to optimized SSP (re)routing can be found in [15]. We use the protected capacity gain \( \gamma_{\text{SSP}}^{\text{oSPM}} = (\rho_{\text{max}}^{\text{SSP}} - \rho_{\text{max}}^{\text{oSPM}}) / \rho_{\text{max}}^{\text{oSPM}} \) as performance measure to express
how much more traffic can be transported by oSPM than by SSP with the same maximum link utilization. All figures in this paper are based on the assumption of a homogeneous traffic matrix and homogeneous link bandwidths, i.e., the entries of the traffic matrix are all the same and all links of a network have the same bandwidth. This, however, is not a major restriction as the topologies are random.

2.2 Superiority of the oSPM over SSP (Re)Routing

![Graph showing protected capacity gain γoSPM/γSSP]  

*Fig. 2. Protected transmission gain γoSPM/γSSP of the oSPM compared to SPR for random networks depending on their average number of parallel paths.*

Figure 2 shows the protected capacity gain γoSPM/γSSP for the oSPM for small to medium size networks. Each point in the figure stands for the average result of the 5 sample networks with the same characteristics. The shape, the size, and the pattern of the points determine the characteristics of these networks, the corresponding x-coordinates indicate the average number of disjoint paths k∗ that could be found in the networks for the SPM structures. The protected capacity gain increases significantly with an increasing number of disjoint parallel paths k∗. More parallel paths increase the traffic distribution over the network and, thus, the capacity sharing potential for different failure scenarios. Networks with the same average node degree degavg are clustered since there is a strong correlation between k∗ and degavg. Finally, large networks lead to a significantly larger protected capacity gain γoSPM/SSP than small networks. Ideally, link bandwidths are dimensioned for the expected traffic based on the traffic matrix and the routing. In our study, we have random networks with equal link bandwidths. Thus, there are mismatches between the bandwidth and the traffic rate on the links. As the possibility for strong mismatches increases with the network size, the potential to reduce the maximum link utilization by optimized resiliency methods also increases. Although random networks are not realistic, they help to illustrate how well routing algorithms can exploit the optimization potential.
2.3 Analysis of the oSPM Traffic Distribution Functions

<table>
<thead>
<tr>
<th># of active paths</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic distribution functions $I_d^P$ (%)</td>
<td>60</td>
<td>33</td>
<td>6.5</td>
<td>0.5</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Path number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average traffic share of a demand (%)</td>
<td>88.5</td>
<td>30</td>
<td>1.0</td>
<td>0.5</td>
<td>0</td>
</tr>
</tbody>
</table>

| Table 1. Number of traffic distribution functions $I_d^P$ that use a given number of active paths for the COST239 network and the traffic share of demand $d$ carried over the up to five possible paths in this network averaged over all traffic distribution functions and failure scenarios.

The analysis of the oSPM traffic distribution functions leads to two observations. First, most traffic distribution functions use one active path only and very few use more than two at the same time. Second, even if more than one path is active, almost all load is carried by a single active path. We exemplify these observations for the European research network COST239 in Table 1. It shows the percentage of traffic distribution functions $I_d^P$ that effectively use a certain number of active paths in the left part.

We sort the paths of an SPM in a specific failure scenario $s \in S$ according to the proportion of the traffic they carry and number them. The right part shows the average proportion of the traffic carried by each of the paths. The values in the table show that the optimal traffic distribution function carry most of the traffic over a single link although more alternatives exist. These observations motivate the key idea to restrict the traffic distribution functions to 0/1 values without significantly losing the increased efficiency of the SPM.

3 The Integer SPM (iSPM)

The integer SPM (iSPM) allows only 0/1 values for the traffic distribution functions $I_d^P$ which makes the optimization even more difficult. This section first clarifies some notation and then presents a greedy heuristic to optimize iSPM configurations.

3.1 Concept and Basic Notation

To formalize the SPM concept, we explain our basic notation, introduce implications of failure scenarios, and describe the concept of path failure specific traffic distribution functions.

**General Nomenclature** A network $\mathcal{N} = (\mathcal{V}, \mathcal{E})$ consists of $n = |\mathcal{V}|$ nodes and $m = |\mathcal{E}|$ unidirectional links. A single path $p$ between two distinct nodes is a set of contiguous links represented by a link vector $p = \left(p_{m+1} \ldots p_1 \right) \in \{0, 1\}^m$. If and only if $p_i = 1$ holds, path $p$ contains link $i$. We denote traffic aggregates between routers $v_i \in \mathcal{V}$ and $v_j \in \mathcal{V}$ by $d = (i, j)$. The basic structure of an SPM for a traffic aggregate $d$ is a multipath $P_d$ that consists of $k_d$ paths $p_d^i$ for $0 \leq i < k_d$ that are link and possibly also node disjoint except for their source and destination nodes. It is represented by a vector of single paths $P_d = (p_d^0, \ldots, p_d^{k_d-1})$. 
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Implications of Failure Scenarios A failure scenario \( s \) is given by a set of failed links and nodes. The set of protected failure scenarios \( S \) contains all outage cases including the normal working case for which the SPM should protect the traffic from being lost. The failure indication function \( \phi(p, s) \) yields 1 if a path \( p \) is affected by a failure scenario \( s \); otherwise, it yields 0. The failure symptom of a multipath \( P_d \) is the vector \( f_d(s) = (\phi(p_{d0}^s, s), ..., \phi(p_{dk_d}^s, s)) \) and indicates its failed single paths in case of failure scenario \( s \). Thus, with a failure symptom of \( f_d = 0 \), all paths are working while for \( f_d = 1 \) connectivity cannot be maintained. The set of all different failure symptoms for the SPM \( P_d \) between \( v_i \) and \( v_j \) is denoted by \( F_d = \{ f_d(s) : s \in S \} \).

Traffic Distribution Functions There is one SPM for each traffic aggregate \( d \). This specific SPM has a general traffic distribution function to distribute the traffic over its \( k_d \) different paths. While the oSPM implements fractional traffic distribution and can use all working paths in parallel, the iSPM selects only a single path due to the restriction to 0/1 values. Thus, the iSPM uses the traffic distribution function as a path selection function. If certain paths fail, which is indicated by the symptom \( f_d(s) \), the traffic distribution function shrinks the traffic to one (iSPM) or several (oSPM) of the remaining working paths. Thus, the SPM needs a traffic distribution function \( l_d^f \) for each symptom \( f \in F_d \) that results from any protected failure scenarios \( s \in S \). In this work, we take the protection of all single link or node failures into account such that at most one single path of a disjoint SPM multipath fails. This implies \( k_d \) different traffic distribution functions \( l_d^f \) for every traffic aggregate \( d \). Since the general traffic distribution function \( l_d^f \in (R_+)^{k_d} \) describes a distribution, it must obey \( 1^T l_d^f = 1 \). Furthermore, failed paths must not be used.

3.2 A Greedy Algorithm for Optimizing iSPM Configurations

An iSPM configuration can be described by the following set \( L = \{ l_d^{f_j} = \left( \begin{array}{c} n_0 \\ n_{d_{k_d-1}} \\ \end{array} \right) : d \in D, f_j \in F_d, l_d^{f_j} \in \{0,1\}^{k_d}, 1^T l_d^{f_j} = 1 \} \) and comprises all traffic distribution functions of the network. A neighboring iSPM configuration \( L' \) differs from \( L \) by exactly one traffic distribution vector \( l_d^{f_j} \). In the following \( \rho_{\text{max}}^{s,e}(L) \) denotes the global maximum link utilization for a iSPM configuration \( L \) over all scenarios \( S \) and all links \( E \). Opposed to that, the local maximum link utilization for an iSPM configuration \( L \) in scenario \( s \in S \) and the links of path \( p_d^i \) is denoted by \( \rho_{\text{max}}^{s,e}(p_d^i)(L) \). Since \( \{ s \} \subseteq S \) and \( E(p_d^i) \subseteq E \), the inequality \( \rho_{\text{max}}^{s,e}(L) \leq \rho_{\text{max}}^{s,e}(p_d^i)(L) \) holds, i.e. the local value is only a lower bound for the global value.
Require: network \( N = \{V, E\} \), traffic demands \( D \), multipath \( P_d \) for each aggregate \( d \in D \), and initial traffic distribution functions \( L \).

1: calculate \( \rho_{\text{new}} \leftarrow \rho_{\text{max}}(L) \)
2: repeat
3: \( \rho_{\text{max}} \leftarrow \rho_{\text{new}} \)
4: identify scenario \( s_{\text{max}} \in S \) and link \( l_{\text{max}} \in E \) where \( \rho_{\text{max}}(L) \) is reached
5: for all traffic aggregates \( d \) carrying traffic over \( l_{\text{max}} \) in \( s_{\text{max}} \) do
6: identify single path \( p_d^i \) of multipath \( P_d \) with \( l_{\text{max}} \in p_d^i \)
7: for all single paths \( p_d^j (j \neq i) \) of \( P_d \) do
8: set \( L(d, j) \): \( p_d^i \) carries demand \( d \) in \( s_{\text{max}} \) instead of \( p_d^j \)
9: calculate \( \rho(d, j) \leftarrow \rho_{\text{max}}(L(d, j)) \) with \( E(p_d^j) = \{ l : l \in p_d^j \} \)
10: insert \( (d, j) \) into sorted list \( Q \) according to ascending \( \rho(d, j) \)
11: end for
12: end for
13: repeat
14: remove first tuple \( (d, j) \) from \( Q \)
15: calculate \( \rho_{\text{new}} \leftarrow \rho_{\text{max}}(L(d, j)) \)
16: if \( \rho_{\text{new}} < \rho_{\text{max}} \) then
17: \( L \leftarrow L(d, j) \)
18: end if
19: until \( \rho_{\text{new}} < \rho_{\text{max}} \lor Q = \emptyset \)
20: until \( \rho_{\text{new}} \geq \rho_{\text{max}} \)

Algorithm 1: Heuristic algorithm for the optimization of the load balancing functions of the iSPM.

Algorithm 1 describes the heuristic for the optimization of the iSPM configuration. It follows a greedy approach to keep the computational complexity low. Initially, we choose a iSPM configuration \( L \) where every traffic distribution function \( L_d \) sends the traffic for demand \( d \in D \) over a shortest working path for the respective failure pattern \( f \in F \). Then, in each traversal of the outer loop (line 2-20), the algorithm basically chooses a neighboring iSPM configuration \( L' \) with a lower maximum link utilization \( \rho_{\text{max}}(L') \).

This is done in two steps. First, we identify the bottleneck link \( l_{\text{max}} \) and the bottleneck scenario \( s_{\text{max}} \) (line 4). Then we consider the following neighboring iSPM configurations \( L(d, j) \) (line 5-12). The demand \( d \) must be carried by the current configuration \( L \) over the bottleneck link \( l_{\text{max}} \) (line 5) and configuration \( L(d, j) \) differs from \( L \) only in such a way that \( d \) is relocated from the bottleneck path \( p_d^i \) containing \( l_{\text{max}} \) to another path \( p_d^j \) within its multipath \( P_d \) (line 8). These neighboring iSPM configurations \( L(d, j) \) potentially improve the utilization of the bottleneck link in the bottleneck scenario. We assess their quality by the computational less expensive local maximum utilization value \( \rho(d, j) = \rho_{\text{max}}(L(d, j)) \) (line 9) and rank them according to this value (line 10). Then, the neighboring iSPM configuration \( L(d, j) \) with the best local maximum utilization value \( \rho(d, j) \) is chosen that also improves the overall maximum utilization value \( \rho_{\text{max}}(L(d, j)) \) (line 13-19).
We chose this simple version of our algorithm for presentation because it nicely shows the key concept and because it produced very good results in all our experiments. However, in pathological cases with two independent bottlenecks links $l_{max}$ and bottleneck scenarios $s_{max}$ the algorithm might have problems. Such cases require more enhanced methods that we cannot present here due to lack of space.

4 Results

In this section, we first show that the path selection functions of the iSPM lead to almost the same efficiency as the load balancing functions of the oSPM. Then we compare the empirical computation time for the configuration of the iSPM and the oSPM depending on the network size. Finally, we show the benefit of the iSPM with respect to single shortest path (SSP) (re)routing in large networks.

4.1 Comparison of the Efficiency of iSPM and oSPM in Small and Medium-Size Networks

Figure 3 shows the relative deviation $\Delta_{SPM}^{\text{iSPM}} = (\rho_{max}^{\text{iSPM}} - \rho_{max}^{\text{oSPM}}) / \rho_{max}^{\text{oSPM}}$ of the maximum link utilization of the iSPM ($\rho_{max}^{\text{iSPM}}$) from the one of oSPM ($\rho_{max}^{\text{oSPM}}$). Again, each point in the figure stands for the average result of the 5 sample networks with the same characteristics. The figure reveals an obvious trend: the maximum link utilizations $\rho_{max}^{\text{iSPM}}$ of the iSPM are larger than those of the oSPM and the difference increases with an increasing number of parallel paths $k^*$.

![Relative deviation $\Delta_{SPM}^{\text{iSPM}}$ of the maximum link utilization of the iSPM from the one of oSPM](image)

Fig. 3. Relative deviation $\Delta_{SPM}^{\text{iSPM}}$ of the maximum link utilization of the iSPM ($\rho_{max}^{\text{iSPM}}$) from the one of oSPM ($\rho_{max}^{\text{oSPM}}$).

The iSPM heuristic reaches deviation values of up to 50% for very small networks with $n = 10$ nodes, but for large networks the deviations are rather small. We explain this observation in the following. The number of demands in the network scales quadratically with the number of nodes. Since the iSPM heuristic is restricted to integer solutions, it can shift only entire traffic aggregates to
alternate paths while the oSPM is not restricted to any traffic granularity. In particular, for $n=10$ nodes this granularity is too coarse for the iSPM to achieve similarly good maximum link utilizations as the oSPM.

For networks with at least $n \geq 30$ nodes, the deviations fall below 15%. And for networks with at least $n \geq 15$ nodes and a moderate number of disjoint parallel paths ($2 \leq k^* \leq 4.5$), the deviation is smaller than 5% compared to the one of the oSPM. Considering the fact that large values of $k^* \approx 5$ are rather unrealistic in real networks, the approximation of the oSPM by the iSPM yields very good results for realistic networks. In addition, the oSPM requires additional bandwidth to compensate load balancing inaccuracies which is not accounted for in this comparison.

As the traffic distribution function of the oSPM effectively degenerates to a path selection function in case of the iSPM, the iSPM cannot distribute the traffic of a single aggregate over different paths. However, we observe that the iSPM is still almost as efficient as the oSPM and so its efficiency also increases with an increasing number of disjoint parallel paths $k^*$. We explain that phenomenon as follows. The $k^*$ disjoint paths serve as local sensors and indicate remote failures. Thus, more paths imply more accurate information about the network health that leads to a more efficient path selection in failures cases. In addition, more paths also provide more alternatives to reduce the maximum link utilization in Algorithm 1.

### 4.2 Comparison of the Computation Time for iSPM and oSPM

![Chart showing comparison of computation time for iSPM and oSPM](chart.png)

**Fig. 4.** Average computation time for the optimization of the iSPM and the oSPM.

Figure 4 shows the average computation time of the iSPM heuristic and the oSPM optimization depending on the network size in links and in nodes. For the iSPM, values for network sizes between 10 and 200 nodes are provided while for the oSPM, values are only available for networks of up to 60 nodes because the memory requirements of the LPs exceed the capabilities of our machines for larger networks.
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The type of LP solver has a large impact on the computation time for the oSPM. The presented data in Figure 4 stem from our analysis in [14] with the COmputational Infrastructure for Operations Research (COIN-OR) solver [23] which turned out to be the fastest freely available solver for this problem formulation. While the optimization of the oSPM already reaches values in the order of a day for $n = 60$ nodes, the heuristic runs clearly below 1 h even for very large networks with $n = 200$ nodes. The computation time of the iSPM heuristic is clearly sub-exponential and neither dominated by the number of nodes nor the number of links. With an increasing number of nodes, more traffic demands are possible candidates for reallocation to alternative paths in Algorithm 1 while with an increasing number of links, the computation of the global $\mu_{\text{max}}$-value becomes more time intensive.

4.3 Efficiency of the iSPM in Large Networks

![Graph showing protected capacity gain $\gamma^{\text{iSPM}}_{\text{SSP}}$ of the iSPM compared to SSP routing.]

While Figure 2 shows the protected capacity gain $\gamma^{\text{oSPM}}_{\text{SSP}}$ of the oSPM compared to single shortest path (SSP) (re)routing for random networks with 10 – 60 nodes, Figure 5 shows the gain $\gamma^{\text{iSPM}}_{\text{SSP}}$ of iSPM compared to SSP routing for random networks with 10 – 200 nodes because the heuristic for the configuration of the iSPM can cope with larger networks than the LP-based optimization for the oSPM. We observed in Figure 2 that the protected capacity gain of the oSPM increases with increasing network size and this trend continues with the iSPM for larger networks in Figure 2. As a result, the iSPM can carry between 150% and 330% more protected traffic than SSP routing.

5 Conclusion

The SPM is a simple end-to-end protection switching mechanism that distributes the traffic of a single demand over several disjoint paths and it redistributes it if one of its disjoint paths fails. Thus, it is basically quite simple, but optimal path failure (f) specific traffic distribution functions $f$ require that traffic aggregates
\(d\) may be split. This makes the simple mechanism unnecessarily complex and the accuracy of practical load balancing algorithms suffers from stochastic effects. In addition, the configuration of such optimal SPMs (oSPMs) in large networks is a time-consuming process that prevents its deployment in large networks.

To get rid of these problems, we suggested in this work the integer SPM (iSPM) that uses only 0/1 traffic distribution functions which effectively become path selection functions. As the restriction to 0/1 values makes the optimization problem more complex, we proposed a simple greedy heuristic to optimize the configuration of the iSPM such that the maximum link utilization of all protected failure scenarios \(S\) is minimized. We showed that the iSPM is only little less efficient (\(<5\%\)) than the oSPM in medium-size or large networks. Furthermore, the optimization of the configuration takes about one hour for the iSPM in networks with 200 nodes while it takes about one day for the oSPM in networks with 60 nodes. And finally, the iSPM can carry between 150\% and 330\% more protected traffic than hop count based single shortest path routing in large networks with 160 – 200 nodes. After all, this work brings the SPM a major step forward to deployment in practice.
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