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Abstract. The PCN working group of the IETF discusses the use of pre-con-
gestion notification (PCN) to implement flow admission control. Packet seter
and markers are used on all links of a network and packet markiegeeorded

as congestion level estimates (CLEs) by the egress nodes. The wagrking
currently discusses the pros and cons of possible marking algorithinslalyaa
major role in this new architecture. This paper provides a detailed desarigtio
threshold and ramp marking based on a virtual queue formulation. Wetigate

the impact of the marking threshold and the virtual queue size on the rgarkin
behavior and develop different marking strategies. We test the raasstf the
CLEs obtained for both marking schemes against different CLE peteamand
traffic characteristics. Furthermore, we show that ramp marking eameli ap-
proximated by appropriately configured threshold marking.

1 Introduction

The Internet is on its way to a universal communication platf including realtime
services such as voice over IP, video on demand, tele-damtbtele-medicine. The
more it is important that Internet service providers (1S&2s) support these high quality
services within their IP-based data network. AdmissiontmdrfAC) for high quality
traffic, i.e. the limitation of the number of such flows in thetwork, seems one option
to guarantee its forwarding without excessive loss andyddlh Previous efforts to
deploy AC based on the integrated services model [2] havemeotiled because they
were based on individual per-flow reservations in each néalegathe path of a flow
which entails a high complexity for these nodes.

The IETF has recently started a second approach to stamdak@ifor the Internet.
It is based on pre-congestion notification (PCN), i.e.,rintenodes mark packets with
an admission-stop (AS) codepoint if the high quality trafficeeds the admissible link
rate and egress nodes monitor these markings using camyéstel estimators. If the
fraction of marked packets exceeds a certain value for afgpawress-egress traffic
aggregate, no further flows are admitted for that aggre@dtis. architecture is rather
simple and easy to implement because core nodes do not nieeoltandividual flows.
Therefore, it has a broad support by manufacturers and tgpsra

The focus of this work is exactly on these metering and markilgorithms. Cur-
rently, the IETF discusses two alternatives: thresholckingrand ramp marking. They
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are both based on a virtual queue whose service rate is thissillla link rate. Thresh-

old marking marks packets only if the queue length exceedstain threshold. Ramp
marking already marks packets with a certain probabilithéf queue length is smaller
than that threshold. Threshold marking is simple to impletyigut ramp marking might

give more information about the currently admitted trafficiehh could be possibly ex-

ploited for the admission decision of further flows. The ahijee of this paper is to

provide an understanding of the impact of the system paemnand traffic character-
istics on the marking result and a comparison of threshatdramp marking.

Section 2 gives an overview of related work. Section 3 exgl&#CN, PCN-based
admission control and flow termination, and gives a detadestription of threshold
and ramp marking as well as the congestion level estimasatic 4 investigates the
marking behavior of both approaches under various comditi8ection 5 summarizes
this work and gives conclusions.

2 Related Work

We give an overview of admission control mechanisms, inipaer of those being
highly related to the PCN architecture.

2.1 General Overview

Admission control was early proposed for IP networks in Flpws issue reservation re-
quests that are signalled by protocols like RSVP. Theseastgearry traffic descriptors
and the routers on the way either grant or deny a reservaiidmidh priority transport
of the data packets. Parameter-based AC records the traffazigtors of the admitted
flows and decides upon a new request, whether its resourtesuffice to support the
new flow without QoS degradation for all admitted flows. Witeasurement-based AC
(MBAC) routers reject or accept a flow request based on tHeewed network load
[3]. To remove reservation states inside the network, d#H&AC approaches use prob-
ing at the network border, i.e., if probe packets do not returrif they return late, the
network is congested and further admission requests aiedigh.

2.2 Stateless Core Admission Control Based on Router Feedtia

Stateless core admission control keeps reservation siatesat the network borders
and in the following two approaches, border routers base ddenission decisions on
implicit feedback of intermediate routers similarly to P@ssed AC.

Admission Control Based on Reservation TicketsTo keep a reservation alive, ingress
routers send reservation tickets in regular interval todbeess router. Intermediate
routers estimate the rate of the tickets and can therebymatstithe expected load. If
a new reservation sends probe tickets, intermediate tdervard them to the egress
router if they have still enough capacity to support the new fand the egress router
bounces them back to the ingress router indicating a suctesservation; otherwise,
the intermediate routers discard the probe tickets andethervation request is denied.
Several stateless core mechanisms work according to tag] 6].

Admission Control Based on Packet Marking Gibbens and Kelly [7, 8] theoretically
investigated AC based on the feedback of marked packetselwhgrackets were al-
ready marked by routers based on a virtual queue with corfigeibandwidth. This
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enables early warning which is the core idea of pre-congestotification. It also al-
lows to limit the utilization of the link bandwidth by premrutraffic to arbitrary values
between 0 and 100%. Karsten and Schmitt [9, 10] integratesktideas into the IntServ
framework and implemented a prototype. They point out thatharking can also be
based on the CPU usage of the routers instead of the linkatidin if this turns out to
be the limiting resource for packet forwarding.

3 Admission Control and Flow Termination Based on
Pre-Congestion Notification

In this section, we introduce the general concept of pregestion notification (PCN)
and describe PCN-based admission control and flow termimatihe PCN-based ad-
mission control requires a marking mechanism, for whiceshold and ramp marking
are candidates that are presented in detail. We also degbehbcongestion level esti-
mator for the evaluation of the packet markings becauseAtMB has a major impact
on the dynamics of the system.

3.1 Congestion and Pre-Congestion Notification

Congestion occurs on a linkwhen its current rate(l) exceeds its capacity(l).
As a consequence, packets are queued and potentially testoRgestion describes
load conditions where the current ratg) is larger than a defined pre-congestion rate
PCR(I). This PCR(l) is lower than the link bandwidtla(!) such that substantial
packet loss and delay do not necessarily occur at that stage.

Explicit congestion notification (ECN) [11] proposes thetivee queue management
disciplines like random early detection (RED) mark packetthe presence of incip-
ient congestion before queues overflow. These marks arécithptarried to the end
systems and notify them to reduce their transmission rate.

In a similar way, PCN marks packets when the current rétgexceedsPCR(1)
and these markings are carried to the edge of the network emdsystems to notify
them that pre-congestion occurred on a link of the path tickgidhas taken.

3.2 Flow Admission Control and Termination

The ongoing efforts of the IETF strive at an implementatibfiaw admission control
and termination without explicit signaling messages indtwe network. They use PCN
to achieve that goal [12]. Each link of a network is assodatéh two different rate
thresholds: the admissible rateR(I) and the supportable ratg€R(l). If the current
traffic rater(l) of a link I exceedsAR(l), no further flows should be admitted that
are carried over this link. Although admission of flows staps low rateAR(1), it is
possible that the traffic ratg!) exceeds this rate because already admitted flows may
increase their transmission rates or rerouting in case w¥ark failures adds backup
traffic to the link. Ifr (1) exceedsS R(1), some flows should be terminated to reduge
belowSR(l).

In this paper, we focus on flow admission control. Traffic mend markers con-
trol the PCN traffic on each link and if the current traffic raté) of a link exceeds
its admissible rated R(1), the marker marks all packets with an admission-stop (AS)
codepoint. Algorithms for this purpose are discussed imthe subsection. The egress
nodes of the PCN domain monitor the traffic grouped into isgegress aggregates.

© VDE Verlag GmbH 14 GI/ITG MMB Conference, Dortmund, Germany, March 2008



4 Michael Menth et al.

If the AS codepoint is set for a substantial portion of thekgds, it notifies the admis-
sion control entity to stop the admission of further flows th@long the corresponding
ingress-egress aggregate. A congestion level estimasdrésn proposed for the mon-
itoring and we present it at the end of this section.

Note that this architecture is just one proposal among stfeerfuture PCN-based
admission control and flow termination. There are also oitleas, e.g., the “single
marking” approach which requires only a single bit for taffiarking which supports
both admission control and flow termination [13]. Singlerkigg requires a different
marking behavior which is not covered in this study.

3.3 Marking Algorithms to Support Admission Control

Admission control requires a meter and marker that markgeaalkets if the PCN rate
r(l) on a link{ exceeds its admissible rateR(l). The IETF currently discusses two
marking alternatives for that purpose that we present astaaviqueue formulation.

Note that a token bucket based formulation is also possidg [

Threshold Marking Threshold marking has been presented in [14] and mentioned
under the name “step marking” in [15] as a special case of naauking.

The virtual queue (VQ) algorithm simulates the developnwdrihe lengthV Q. L
of a queue with a rat¥’ Q. R and a sizéd/().S. The rate and the size may be given in
bytes or packets per second and in bytes or packets, resggctiVe consider a VQ
based on bytes. Algorithm 1 gives the pseudo-code for a VOQntiaaks all packets if
its current queue lengt Q). L exceeds its marking threshold@.T". The VQ records
its last update by the variabléQ.l/U. At the beginning, the time since the last update of
the queue is calculated using the current time. The length of the queue is reduced
by the number of bytes that could be served since then torolthai length of the
gueue shortly before the packet arrivab{v). The algorithm is called whenever a packet
arrives. If the current lengtii Q. L of the VQ is larger than its marking threshdld).T',
the packet is out of profile and marked with an AS codepoinenliW Q. L is increased
by the size of the packet, but the VQ cannot exceed its maxisiael’ ).S. Finally,
the variable recording the last updafé)./U is updated.

Input: VQ, packet, now

VQ.L =max(0,VQ.L—(now—VQ.IU)-VQ.R); {virtual queue length shortly before

packet arriva}

if (VQ.L>VQ.T)then
packet.mark = AS;

end if

VQ.L = min(VQ.S,VQ.L + packet.S); {virtual queue length shortly after packet
arrival}

VQ.IU = now;

Algorithm 1: THRESHOLDMARKING
If the traffic rate exceeds the VQ ratéQ.R, the queue lengtl’Q).L increases,

eventually exceeds the threshdld).T', and stays above that threshold such that all
further packets are marked. If the traffic rate falls beloe YQ rateV Q.R, the VQ
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lengthVQ.L decreases, eventually falls below the thresHold.T', and stays below
that threshold such that packet marking stops.

Input: VQ, packet, now

VQ.L =max(0,VQ.L—(now—VQ.IU)-VQ.R); {virtual queue length shortly before
packet arriva}
if (VQ.L>VQ.Tramp) then
if (VQ.L <VQ.T)then
if (rand() < %(CM) then
packet.mark = AS;
end if
else
packet.mark = AS;
end if
end if
VQ.L = min(VQ.S,VQ.L + packet.S); {virtual queue length shortly after packet
arrival}
VQ.IU = now;

Algorithm 2: RAMP MARKING

Ramp Marking Ramp marking has been described in [15] and its pseudo-sajileein
by Algorithm 2. The VQ-based mechanism works essentially threshold marking,
but it has a lower marking threshold. 7', and an upper marking threshdlal). T".

If the lengthV Q. L of the VQ is in between, packets are marked with a linearlyeas-
ing probability. IfVQ.L is aboveV Q.T', all packets are marked. The functigmnd()
returns a random number, which is uniformly distributedasetn 0 and 1, to support
the probabilistic decision.

Ramp marking is clearly inspired by the RED queue [16]. Hamveits marking
decision is based on the current VQ lengdfid). L instead of the average length of
the physical queue. Moreover, RED algorithms are more cexnas they modify the
marking or dropping probability depending on the recentirked or dropped packets.

Comparison The PCN working group of the IETF currently debates whetherp or
threshold marking should be used for admission-stop mgrkiigures 1 and 2 show the
marking probability of both approaches depending on theeatitengthl of the virtual
gueue. While threshold marking starts marking only at a gettaesholdT’, ramp
marking starts marking already at a lower thresHglg,,,, with a linearly increasing
probability up to the same threshdld from which on all packets are marked.

The advantage of threshold marking is its simplicity. It lbaty three parameters:
the rateR, the marking threshold’, and the queue siz& whereas ramp marking re-
quires in addition the parametér.,.,, indicating the beginning of the probabilistic
marking range. Thus, threshold marking is not only easieottfigure but also easier
to implement because its decisions are not stochasticHid®etof ramp marking which
require random numbers.
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Fig. 1. The threshold marker marks Fig. 2. The ramp marker marks all
packets if the length of its virtual packets if the length of its virtual
gueue exceeds its threshald gueue exceeds its threshdldbut it

also marks packets probabilistically
betweerl’,qp andT.

3.4 Congestion Level Estimator

As mentioned above, the egress nodes monitor the packetngaror each ingress-
egress aggregate. This can be done by a congestion levebé&sti Whenever a packet
arrives, the congestion level estimator interprets a nanked packet as 0 and a marked
packet as 1. It applies an exponentially weighted movingage (EWMA) to these
values to obtain time-dependent averages using

CLE,;1 =w-CLE, +(1—w)- X, 1)

whereby X, is a random variable which is 1 if packetis marked and 0, otherwise.
Rewriting Equation (1) shows that sampl&s contribute for longer time to the CLE
but with decreasing intensity which is controlled by the gtgiparametew < 1:

CLEn+1 = (1 - U)) : Z wi . Xn—'é (2)

0<i<n

We can quantify the dynamics of the EWMA by two different agmioes: the half-life
time and the memory.

Half-Life Time Ty Initially, new values contribute witfil — w) to the average sum;
n arrivals later, they count onlyl — w) - w™. Thus, the value counts only half after

n= H:(Lfﬂ arrivals. If A is the average time between arrivals, the half-life time of
—In(2)

the samples; inthe EWMA isTy = | () 1- A

Memory M The memory of the EWMA reflects how long a sampie contributes
to the average result weighted by its strength which is eitph Equation (2). We can
calculate this memory by

M= i+1)-A-(1—w) -w = —. 3
o;m(] ) A (L—w) ! = 3)

The concepts of half-life time and memory are equivalentlaglg to characterize
how a specific sampld’; affects the EWMA value over time using a single parameter
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(eitherTy or M). They are more meaningful than the weight parametas this re-
quires also the mean inter-update timeo judge the dynamics, but whose indication
is mostly neglected.

A consequence from these equations is that weight parasnetest be larger on
faster links if past overload should be forgotten after thme time. This knowledge
about the EWMA behavior is useful when we study the impact efEilVMA settings
on the marking result. In practice, it is hard to control themory rigidly because the
packet rate arriving at the congestion level estimator is@imot known and changes.
Thus, the EWMA is more oblivious concerning the time if paskatrive faster than
expected.

4 Sensitivity of Congestion Level Estimates to Marking Options
and Traffic Characteristics

After explaining our experiment setup and performance imetre first study the im-
pact of the marking thresholfl and the queue siz€ on the time average of the CLE
depending on the traffic intensity. Based on these resuksdewvelop two different
marking strategies. We investigate the influence of ramkimgrand provide parame-
ters for threshold marking leading to the same CLE. We ilatstthe impact of the
memory of the congestion level estimator on the CLE values stdy the sensitivity
of the results to different traffic characteristics and gHlte the reaction speed of the
markers in case of sudden overload.

4.1 Experiment Setup and Performance Metric

We use a custom-made simulator programmed in Java. The sEtyr experiments
is illustrated in Figure 3. Packets fromindependent, homogeneous traffic sources are
multiplexed onto a single link with infinite bandwidth andsgaa meter and marker. The
markings are evaluated by a subsequent congestion leirakést.

If not mentioned differently, we simulate around= 100 homogeneous flows for
sufficiently long time to obtain reliable results. Howewsg omit confidence intervals
in all our graphs for the sake of clarity. We choose a Gammuildigion to generate
the inter-arrival timesA between consecutive packets within a flow with a mean of
E[A] = 20 ms and a coefficient of variation @f,.,[A] = 0.1. The packet size®
are independent and distributed according to a deternums$tase of 50 bytes plus
a negative binomial distribution. Their overall meanF$B] = 200 bytes and their
coefficient of variation is,..[B] = 0.5. The values foF[A] and E[B] are motivated
by typical voice connections that periodically send eveiyris a packet with 160 bytes
payload using a 40 bytes IP/UDP/RTP header. However, ourrflodel is not periodic
and has variable packet sizes. We use it for two reasons.ifftudagion of multiplexed,
strictly periodic traffic requires special care due to tha-eogodicity of the system
and is very time consuming. Therefore, we relgy.[A] = 0.0 t0 ¢,q-[4] = 0.1.
Furthermore, we use,,-[B] = 0.5 instead ofc,,.[B] = 0.0 because realtime traffic
consists of packets from different applications with andhaiit compression which
leads to different packet sizes. Table 1 provides an owergfdhe packet sizes used in
this study. However, our findings are general and do not dépearspecial parameter
settings.
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The rate of the virtual queue B = 8 Mbit/s such that at mosit00 flows can pass
unmarked. The congestion level estimator implements an EVi@xié counts packets
with admission-stop marks as 1 and those without as 0. Afnedtin Section 3.4, its
memoryM depends on the packet rate and the weight parameterch thatv needs
to be adapted to the desirédd and the packet frequency in the experiment for which
we take the maximum packet rate that can pass unmarked. Weuset the weight
parameter tav = 0.998 which corresponds to a memory of 0.1 s when 100 default
flows are active. If the packet rate changes due to more btnafic, we adapt the
weight parametew to have the same memory.

Independent

traffic sources i
B Multiplexer Congestion

l level estimator
O—’ Marker CLE. .=
O U0 VO A all worEs
(1-w) X,
S, T,Tram,R
Oﬂlﬂ?l p

Fig. 3. Experiment setup.

Table 1. Statistical information in bytes about packet sizesised in the simulations.

Cvar[B]| E[B]|min[B][1% quantilé10% quantil@90% quantilé99% quantil
0.0 | 200| 200 200 200 200 200
0.5 | 200| 50 63 94 334 552
1.0 |200| 50 50 53 446 985
0.5 |1000, 50 219 439 1667 2521

4.2 Impact of the Marking Threshold T" and the Queue SizeS

We first study the impact of the marking thresh@lénd then the one of the remaining
queue size5 — T.

We vary the marking threshol@ and keep the remaining queue sizes fixed at
S — T = 20 KB. Figure 4(a) shows the average CLE depending on the nuaflreul-
tiplexed flows. It increases with increasing traffic intéysiWe observe that the CLE
values converge for increasing traffic intensity, but thignigicantly differ at low load.

If less than 100 flows are carried, the virtual queue is empygtraf the time. However,

even then their short-time rate can exceed the one of thealiqueue. As a conse-
guence, the queue length increases and possibly goes b&y&tatket marking starts
and the CLE increases. This behavior is favored by small mgutkresholds". Thus,

if the virtual queue rate is under-utilized, the probabitdr a large CLE decreases with
increasingl".

In a similar way, we now keep the marking threshdldixed at 20 KB and vary the
remaining queue siz8 — T, i.e., we varyS. The curves in Figure 4(b) are all close
to CLE=0 when the virtual queue is under-utilized. In costrghe traffic intensity at
which the curves arrive at CLE=1 depends heavily on the gsiage If more than 100
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flows are carried, the virtual queue is completely filled nadghe time. However, even
then their short-time rate can fall below the one of the @ryueue. As a consequence,
the queue length decreases and possibly falls b&lo®acket marking stops and the
CLE decreases. This behavior is favored if the queueSeceeds the marking thresh-
old T only by little, i.e., if S —T" is small. Thus, if the virtual queue rate is over-utilized,
the probability for a large CLE increases with increasthg 7.

Thus, a large marking threshdltkeeps the CLE small if the virtual queue is under-
utilized and a large remaining queue size guarantees tha&ltk is large if the virtual
gueue is over-utilized.

o [ eT-1xkB o [ "s-21kB
E e« T=2KB E e S=22KB
« T=5KB + S=25KB

ﬁos * T=10KB _ﬁo.s + S=30KB

o + T=20KB b + S=40KB

D 06 D 0.6

> >

@ <@

_5 0.4 _5 0.4

@ 7

g g

202 202

o o

o o

o . . o . .
90 95 100 105 110 90 95 100 105 110
Number of flows Number of flows

(a) Remaining queue siz¢— T = 20 KB. (b) Marking threshold” = 20 KB.

Fig. 4. CLE for threshold marking with variable queue siZes

4.3 Two Marking Strategies with Different Admission Control Policies
We construct threshold markers with two different CLE clotgstics.

Marking with Clear Decisions (MCD) To obtain a marker with clear decisions, we
need a large marking threshdldand a large remaining queue sige— T'. Figure 5
illustrates that the corresponding CLE curve for threstmo#king (TM) is close to 0.0
as long as the traffic rate is below the virtual queue rate kos#d¢o 1.0 if the traffic rate
is above. As a consequence, new flows can be admitted if thentu€CLE is low, e.g.
0.3; otherwise, they are rejected. The point style of theeuin Figures 5-8(f) indicates
the experiment and the line style indicates the mean, the 18980%-quantiles of the
CLE. The 10%- and 90%-quantiles of the CLEs for TM are vergel their averages.
That means, that the obtained CLE is very reliable and theahitity to falsely reject
or accept flows is rather low.

Marking with Early Warning (MEW)  To obtain a marker with early warning, we use
a low marking threshold” and a large remaining queue sige- T'. Figure 6 illustrates
that the corresponding CLE curve for TM with= 3 KB and.S = 40 KB rises gently
between 0.0 and 1.0 as an increasing traffic intensity appesathe virtual queue rate,
and it is close to 1.0 if the traffic rate is above. As a consegegenew flows can be ad-
mitted if the current rate CLE is below 0.95; otherwise, theg rejected. The benefit of
this approach is that CLE values between 0.1 and 0.95 cartdrpiiated as early warn-
ing of an almost fully loaded system. This information isfusto reduce the frequency
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of further admissions to avoid over-admission in the presasf weak flash crowds (a
large number of arrivals within an exceptionally short iatd). The percentiles show
that the early warning information fluctuates considerab#y the CLE gives only a
hint regarding the current utilization but no reliable inf@tion. This makes it hard to
infer the exact utilization of the virtual queue rate frone OLE values.

1 - g 1 -
[) = TMT=20KB [) = TMT=3KB
T e RMT=20KB T e TMT=12KB ?
€ 08| — Mean € 08 + RMT=3KB £
ﬁ - 10%-Quantile g — Mean @
] 90%-Quantile [} - 10%-Quantile
T 06 - D 0.6 90%-Quantile a A
> >
Q Q
c c
o 04 S 04
= =
[%] 1]
S S
= 0.2 2 0.2 ga=2~
o o o
O | PSPPI (@]
o = 5 0 .
85 90 95 100 105 85 90 95 100 105
Number of flows Number of flows

Fig. 5. Marking with clear decisions (MCD): Fig. 6. Marking with early warning (MEW):

CLEs should be 0 if traffic rate is below the CLEs should gently increase from 0 to 1 if

virtual queue rate and 1 if it is above. the traffic rate is below the virtual queue rate
and stay at 1 if it is above.

4.4 Impact of Ramp Marking

Ramp marking already marks packets probabilistically & thrtual queue length is
below the marking threshold@ (cf. Figure 2). Therefore, it marks more packets than
threshold marking with the same marking threshbldnd queue sizé'. In our study
we always set the lower marking thresholdiig,,, = 0.

In Figure 5 we compare the behavior of ramp marking with the ohthreshold
marking for MCD using the paramete’s = 20 KB and S = 40 KB. The CLEs of
threshold marking exactly match the idea of MCD while thoEeamnp marking are
clearly above 0 over the studied range. In particular, tieyshigher variability if the
network is almost fully loaded such that some request mighalsely rejected. Thus,
we do not see any advantage of ramp marking over threshokimgan case of MCD.

In Figure 6 we compare the behavior of ramp marking with the ohthreshold
marking for MEW using the parametefs = 3 KB and S = 40 KB. Ramp marking
yields higher CLEs and earlier and more linear indicatioaroBpproaching saturation
of the traffic load than comparable threshold marking. Hawvea very similar curve
can be achieved with threshold marking usifig= 1.2 KB instead of7" = 3 KB. In
addition, the shape of the curve of the modified thresholdkeras even better suited
for inferring the load from the CLE value as it is lower at |otilination values. Hence,
there is no obvious advantage of ramp marking over threghalding, either, at least
not in this considered scenario.

We do not explicitly discuss ramp marking with valugs< T.qmp < 1 because
this leads to interpolations between the curves for ramptlareshold marking which
are given in Figures 5 and 6 fa@r = 20 KB andT’ = 3 KB, respectively.
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4.5 Impact of the Memory M of the Congestion Level Estimator

We study the impact of the memo#y of the congestion level estimator (cf. Section 3.4)
on the obtained CLE values. While Figures 5 and 6 present thdtsefor M = 0.1 s,
Figures 7(a) and 7(b) show the CLEs for threshold marking=(40 KB, T' = 20 KB
or T = 3 KB, respectively) forM = 0 sandM = 1 s. We observe that the mematy
has hardly any influence on the average values of the CLE.

In contrast, the memory significantly impacts the percemtilrves for MEW. With
a memory ofM = 0 s the CLE takes only values 0 and 1 such that the percenties ar
also either 0 or 1. FoM = 0.1 s the percentile curve in Figures 5 and 6 come closer
to the average curve and even more closeMbr= 1 s in Figure 7(b). Therefore, a
long memoryM is good for MEW as it makes the obtained CLE values more rigliab
However, the memory cannot be increased to arbitrarily kiglhes because then the
congestion level estimator reacts too late when the avdraffie rate changes.

1 2 2 1 . .
o) = MCD w = MCD o
® * MEW © * MEW
E 08| — Mean £ 08| — Mean
2 ~ 10%-Quantile B - 10%-Quantile
] 90%-Quantile 9] 90%-Quantile
© 0.6 © 0.6
> >
K Q@
S 04 5 04
= 7
i ]
g’ 0.2 g’ 0.2
) | S
O i O
0 = 0

85 90 95 100 105 85 90 95 100 105
Number of flows Number of flows
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Fig. 7. The congestion level estimator's memory influences the stability of the @irEshold
marking withS = 40 KB andT = 20 KB or T' = 3 KB, respectively).

For MCD, the percentile curves almost coincide with the agercurves for all
three values of memory/. Thus, this marking strategy is very robust and its robisstne
increases with the the marking thresh@ldnd the remaining queue sige- 7. We do
not underpin this observation by figures in this paper.

4.6 Impact of Traffic Characteristics

Now, we investigate how traffic characteristics influence @LE values obtained in
Figure 5 for MCD and threshold marking and in Figure 6 for MEWd doth threshold
and ramp marking.

Figure 8(a) shows the CLE values for equal packet sizgs [(B] = 0.0) which has
less short-term variation compared to the default traffier€fore, the curves for MEW
are slightly lower in the left part of the figure than in Figire

In contrast, we increase the variability of the traffic in tigs 8(b)—8(d) by increas-
ing the coefficient of variation of the packet size-tq,.[B] = 1.0, the rate of the virtual
gueue to accommodate = 1000 flows, or the coefficient of the inter-arrival time to
cvar[4] = 1.0. As a result, the figures show average CLE curves for MEW that a
sightly higher than those in Figure 6. The figures mainlyatith the quantile curves.
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cvar[B] = 0.0 instead ofcyqr[B] = 0.5. cvar|B] = 1.0 instead ofcyqr[B] = 0.5.
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(c) Increased aggregation level: capacity (@y Increased inter-arrival time variation:
n = 1000 flows instead of» = 100 flows.  cyar[A] = 1.0 instead ofc,q,[A] = 0.1.
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(e) Increased burstinesB{A] = 100 ms and(f) Increased long-term variation: on/off flows
E[B] = 1000 bytes instead of?[ A] = 20 msinstead of continuous flows.
andE[B] = 200 bytes.

Fig. 8. CLEs for MCD based on threshold marking (= 20 KB, S = 40 KB) and for MEW
based on threshold markin@' (= 1.2 KB, S = 40 KB) and on ramp markingZ(-amp, = 0 KB,
T =3 KB, S = 40 KB).
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Increasing the burstiness of the traffic by scaling the mesar-arrival time and
packet size by a factor 5 also adds more variability to thffi¢rebut its influence is
dramatic: the average CLE curves for MEW in Figure 8(e) ariedvas high as in
Figure 6. This makes a problem of MEW obvious: a CLE value df €an signify
extremely high load in the presence of very smooth trafficKk@jure 6) or extremely
low load in the presence of very bursty traffic (cf. Figure)®(€hus, mechanisms taking
advantage of early warning need to know the traffic charesties. Furthermore, the
90% quantiles of the CLE reach 0.95 quite early such that rfadse negatives occur
for MEW than for smoother traffic, i.e., flows are rejectedhaltgh the average traffic
rate is still below the virtual queue rate.

The almost vertical step-up of the threshold marking cunreMCD in Figure 5
is diluted a bit through the increased variability of thefftca In further experiments
(not shown in this paper) we could show that increasing thestiold parametélr and
S again leads to an abrupt jump of the curves. However, as weskalv in the next
section, the marking threshold should not be set to an arbitrarily high value because
large values ofl" slow down the reaction speed of the marking algorithm in adse
sudden overload.

We now consider on/off traffic with exponentially distriledt on- and off-phases
with a mean of 10 s. We install the double number of flows to @aehithe same ag-
gregate rate as with continuous flows. Figure 8(f) shows ttheatCLE values for all
marking methods rise linearly over a wide range of traffiesafThe quantile curves
show that there is a 10% chance for exceeding the virtual @juaie withn = 186
flows as well as a 10% chance of not reaching it wite= 214 flows. The reason for
this significantly different behavior is the fact that orfifwhffic comes with medium-
term traffic fluctuations. Given = 180 admitted flows, on average only 90 of them are
active leading to a mean rate of 7.2 Mbit/s, but there is algoa chance that 105 of
them are active for a while leading to 8.4 Mbit/s. Thus, MCDrksal00% of the pack-
ets if their rate exceeds 8 Mbit/s for some time and it doesmaok them if their rate is
below that value. In both cases, the admission decisioneaarect since on/off traffic
causes not only short-term but also medium-term rate fltiotuaHence, it is hard to
avoid overload just by doing PCN-based admission contraesthe rate of admitted
traffic can increase. Hence, the use of PCN-based admissitrotto limit the number
of on/off flows is a different problem and requires a sepasatdy. A solution is setting
the admissible rate to a value which is low enough that nolpros occur if this value
is slightly exceeded by the current traffic rate.

At the end of this sensitivity study we would like to point dhat ramp marking
for MEW behaves very similar as threshold marking in all ¢desed scenarios and,
therefore, we do not see any advantage of ramp marking osesttbld marking.

4.7 Response Time of the Marking to Sudden Overload

We consider the reaction speed of the marking in case of sudderload as it can
occur in case of reroutes. To that end, we assume an empigMijtieue and a sudden
overload ofk flows, each having a rate 6f. Thus, the entire overload ratekis C' and

the queue length tak%% time to reach the marking threshold. If we use our default
parameterg’ = 80 Kbit/s, T" = 20 KB for MCD, andT’ = 1.2 KB for MEW, it takes
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40 ms for MCD and 2.4 ms for MEW to detect an overload of 50%/.e 50 flows.
Thus, MEW can react faster than MCD in case of sudden ovedo&dto its smaller
marking threshold.

However, the marking threshold for MCD can be decreased as this mainly affects
the accurate shape of step function for traffic rates belewitiual queue rate. This is
backed by Figure 4(a) and is not a serious problem for the sgiami decision as long
as large CLEs are not reached for traffic rates significantiyel than the virtual queue
rate.

In a similar way the reaction time of the marking can be catmad when the traffic
rate was above the virtual queue rate falls then below &kie$ up toSkT—CT time until the
marking stops whereby the number of flokvedicate the free capacity- C. Although
we set the queue size = 40 KB for both MCD and MEW in our experiments, MEW
works fine also with a remaining queue sizef T' = 20 KB. If the free capacity
suffices fork = 1 flow, it takes 2 s until the marking stops while it takes onlyY)20s
for k = 10. These values are larger than the response times to significarload, but
less important.

5 Conclusion

One option for pre-congestion notification (PCN) based adion control requires that
all packets are marked if the current link rate exceeds apnéigured admissible rate.
This can be achieved by virtual queue based marking algositbuch as simple thresh-
old marking or more complex ramp marking.

The objective of this work was to study how marking algorithcan support admis-
sion control in order to limit the utilization of the links afnetwork. We did not consider
the use of marking algorithms to support admission contrairder to limit the packet
delay because we assume that PCN will be used in high-spéedmke where packet
delay caused by queuing is negligible as long as link utiliwes are moderate.

We investigated the influence of the parameters of the mgudigorithms on their
marking results which are translated into a congestior kstemate (CLE) using EWMA-
based averaging. We showed that two different markingegfira$ can be pursued:
marking such that the CLE leads to clear decisions (MCD) aatking such that the
CLE yields early warning (MEW) when the rate of PCN traffic onir&klapproaches
its admissible rate. We provided recommendations for tidigoration of the marking
thresholdl” and the sizé5' of the virtual queue in both cases. Ramp marking increases
the level of early warning compared to threshold markingtkis can be approximated
by smaller marking thresholds for simple threshold marldngh that there is no obvi-
ous need for ramp marking.

The CLE values for MEW fluctuate, therefore, it is difficultitder the exact, cur-
rent traffic rate from the CLE values which is required to tallgantage of early warn-
ing. A sensitivity study revealed that the average CLE v&afoe MEW depend heavily
on the traffic characteristics. This makes the use of eariying difficult: either the
marking parameters need to be adapted to produce similainvgzrfor different traffic
types or the mechanism taking early warning into accountireg knowledge about
the traffic characteristics to correctly interpret the Clelzdl. In contrast, CLE values
for MCD show hardly any variation and are robust againsedét traffic types.
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For the sake of simplicity, we advocate for the use of MCD f@NPbased admis-
sion control instead of MEW because the interpretation df/eearning is difficult due
to its high variation and dependency on traffic characiessturthermore, we think
that ramp marking is not needed for PCN since similar maskican be obtained by
appropriately configured threshold marking and we do noasgebenefit that justifies
the implementation complexity of ramp marking.
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