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Abstract—Multi-topology routing is an increasingly popular IP
network management concept that allows transport of diffeent
traffic types over disjoint network paths. The concept is of @r-
ticular interest for implementation of IP fast reroute (IP F RR).
The authors have previously proposed an IP FRR scheme base
on multi-topology routing called Multiple Routing Configur ations
(MRC). MRC supports guaranteed, instantaneous recovery fom
any single link or node failure in biconnected networks as wi
as from many combined failures, provided sufficient bandwidh
on the surviving links. Furthermore, in MRC different failu res
result in routing over different network topologies, which gives
a good control of the traffic distribution in the networks after a
failure.

In this paper we present two contributions. First we define
an enhanced IP FRR scheme which we call "relaxed MRC”
(rMRC). Through experiments we demonstrate that rMRC is
an improvement over MRC in all important aspects. Resource
utilization in the presence of failures is significantly beter, both
in terms of paths lengths and in terms of load distribution
between the links. The requirement to internal state in the
routers is reduced as rMRC requires fewer backup topologies
to provide the same degree of protection. In addition to this
the preprocessing needed to generate the backup topologiés
simplified. The second contribution is an extension of rMRC hat
can provide fast reroute in the presence of multiple correléed
failures. Our evaluations demonstrate only a small penaltyin
path lengths and in the number of backup topologies required

Index Terms—IP fast reroute, multi-topology routing, network
protection, network utilization, correlated failures, shared risk
groups.

I. INTRODUCTION

A number of mechanisms for faster failure handling have
been proposed for both MPLS [4] and connectionless IP
networks [5]-[9]. These mechanisms compute alternateesout

qin advance, which are immediately ready for use by the node

that detects the failure. Such mechanisms have two atteacti
properties. First, they respond quickly to a failure and/png
packet loss by allowing packet forwarding to continue on
alternate routes while the routing protocol converges an th
new topology. Second, they allow routers to delay the sendin
of a failure notification for a period of time while relying
on the available repair path. This way, short-lived faiture
can be handled without triggering a global re-convergence.
A large percentage of experienced network failures aretshor
lived [10], and handling such failures locally can improve
network stability.

Multi-topology (MT) routing is a powerful traffic engineer-
ing and network management concept based on introducing
multiple logical topologies in the network. Each logicabtd-
ogy is used to route a special class of the network traffic,
identifiable from the packet header. For example, multicast
high-priority DiffServ traffic could be routed separatelyrin
the remaining traffic. The IP community has recently shown a
strong interest in this concept, and the standardizationgss
has recently been completed [11], [12].

Multi-topology routing is well suited for implementation
of fast local recovery in connectionless IP networks [13].
The authors have proposed Multiple Routing Configurations

When there is a connectivity failure or a topological chang®IRC, [9]) as a fast reroute scheme based on MT routing.

in a network, traditional intra-domain routing protocoikel

MRC uses the logical topologies as “backup” topologies,that

OSPF or IS-IS respond by triggering a network-wide rewhen a failure is encountered, do not use the failed comgonen

convergence. Information about the failure is broadcashén

(link or node) for routing. These backup topologies are terga

network, and all routers in the domain independently cateul so that for each component exists a backup topology not
a new valid routing table upon receiving the notificationisTh using this component for routing [9]. In general, for a node

is a time-consuming process that typically involves a pbdb
instability and invalid routing in the network [1], [2]. Thi&ne-

detecting a component failure (i.e., loss of signal to on&sof
neighbors) it is hard to know whether the neighbor node or the

scale of this re-convergence process has been significamiiynnecting link is broken. MRC guarantees recovery from any
reduced with modern routers [3]. However, this is still nasingle link or node failure in biconnected networks, withou

acceptable for emerging time-critical Internet applicas with
stringent demands on network availability.

requiring explicit knowledge about the underlying failuie
the available bandwidth on the surviving links is sufficieat



traffic can be delivered to its destination. ECMP). ECMP can be used both for load balancing and failure

In MRC, link-failure protection requires every link to bel€COVery.
excluded from routing in one of the backup topologies. Such LFA is simple to implement and already available, but does
links are said to be “isolated” in this topology, and theirigie Not guarantee 100% failure recovery for single link and node
is set to |nf|n|ty A typica| backup topo|ogy has many isodhtefailures [17] Therefore, LFA is rather a short-term sauti
links, which constrains the routing of recovered traffic. ~ and IP-FRR schemes with 100% failure coverage are required

In this paper we propose an improved fast reroute scheff@¢ the future. In addition to the scheme that we improve

called “relaxed MRC” (rMRC). rMRC achieves the same leveD this paper, reference [5] points at tunneling using Not-
of protection as MRC without requiring that all links arevia Addresses [7] and Interface Specific Forwarding (FIFR)
isolated, which results in less constrained routing andnvas [8] as the most viable ones. Any of these can be used as a
important implications: complement to LFA, or alone.

« First, multi-topology routing allows independent setting Not-via operates similarly to MPLS fast reroute where the
of link weights in the logical topologies. This implies thafOUter detecting a failure tunnels the packets to the raafter
traffic can be routed according to a different set of link€ failed component in the forwarding path. The semantics
weights during the recovery phase than during norm@f @ Not-via address are that a packet addressed to a Not-via
operation, allowing independent traffic engineering foRddress must be delivered to the router with that address, no
each topology. A careful tuning of the link weights/ia the neighboring router. All routers calculate shorfeaths
in the logical backup topologies can improve the loatP €ach Not—via address without using the router which the
distribution in the network after a failure has been erddress is supposed to protect.
countered [14] We expect rMRC to further improve this FIFR utilizes the fact that forwarding tables are stored on
ability. each interface, and calculates different forwarding imfation

. Second1 existing proacti\/e recovery schemes are desigrﬁ@l’deaCh interface. Routers will then decide the next hop for
to guarantee recovery from single failures only. Howeve®, Packet based on destination address and incoming ingerfac
several studies show that multiple simultaneous failur&¥ith this approach it is possible to recover from any single
are not uncommon in practice, and that in most casklure. However, since FIFR does not rely on packet marking
there is a correlation between the elements that f&lfopping packets that are looping is not supported. This may
together [10], [15]. Such failures are often said to belorfge @ problem when there are multiple failures in the network.

to a common Shared Risk Group (SRG). Examples of An important challenge when designing fast reroute
common failure correlations include IP links sharingchemes is to minimize the adverse consequences on the
the same conduct, fiber, network card, or router. Theackup paths and traffic distribution [18]. Network operato
cause of correlated failures can be natural disastegtien carefully configure their networks to avoid overlogde
terror attacks, power outages or construction workefigiks. The shifting of traffic to alternate links after a faié can
accidentally breaking a fiber conduct [16]. The relaxegad to congestion and packet loss in parts of the network [19
structure of rMRC makes it flexible enough to develoghis can be the case both while the fast-reroute is active and
practical algorithms for fast recovery from SRG failuresn case of permanent failure, after the re-convergencesssoc
provided that the topology remains connected. Appropriate link weight settings can mitigate the packesslo

This paper is organized as follows. In Sec. Il we provide ad? all phases.
ditional background and related work in IP FRR and network To avoid congestion while traffic is being recovered by
load optimizations. In Sec. Il we present our relaxed reco?RC, we use load balancing techniques developed in a traffic
ery scheme. The performance evaluation of rMRC includirigineering context. The first traffic engineering mechasis
load distribution for the single fault situation is presmhin for connectionless IP networks were based on finding a set
Sec. IV. In Sec. V we describe and evaluate an extensighlink weights that distributes the load on the availabieé
to rMRC for handling shared risk group failures. We als# the network given an estimate of the traffic demands [20],
compare this scheme with the most viable existing fast terodi21]. Later, more robust methods have been developed that

schemes. We conclude the article in Sec. VI. also take into account variations in the traffic demands {22]
link failures [23], [24]. In MT-based recovery schemes,doa
1. BACKGROUND can be distributed during the recovery phase as well [14].

IP fast reroute should provide full protection against all In [25]' the aut.hors.propose to use a cqncept §imi|ar to
single link and node failures in the network. The IETF T routing to achieve increased path diversity and incréase

FRR framework [5] distinguishes between different recgvefOPustness. They present a method to randomly generate
schemes for use in IP networks. The simplest scheme is fgggrnate topologies, and a W"?‘y for the source node to assign
failure protection using Loop-Free Alternates (LFA, [6l). traffic to each of them. Thelr method does not gugrantge
case of failure, LFA redirects traffic to neighboring nodeCOVery fro_m all single failures, and the recovery time is
which have a path to the destination that does not inclulff9€r than in other FRR schemes due to signaling delay.
the failed component. The simplest case is when there areMost work on correlated failures has focused on shared
one or more equal cost alternate paths from the detectingk link group recovery in optical WDM networks and net-
node to the destination (Equal-Cost Multi-Path forwardingvorks running GMPLS or MPLS (e.qg., [26]). Another related



research topic concentrates on tools for correlated filur
diagnosis (e.g., [27]). A method for fast recovery from any
two concurrent (not correlated) failures is described i8][2
The scalability of this scheme is probably too poor for pradt
applications, and it is not covering shared risk groups pé si
larger than two.

Related to the fast reroute approaches described above is
the issue of avoiding transient loops during the re-corsecg
phase after a topology change. Solutions for this probleve ha
been proposed both for current link-state routing protecol
[29], and a more general solution that can work with any
routing protocol [30]. Solutions have also been proposed to
avoid packet loss during planned disruptions in BGP session
[31].

Ill. RELAXED MRC

The core idea of MRC and rMRC is to have differéatckup
routing topologies in which certain nodes and links are not
used for the routing of recovered traffic. If a link or node
fails, traffic can still be forwarded in its correspondingkap
topologies. The node detecting that the next hop for a packet
is not reachable in its current topology just needs to switch
the traffic to another still working routing topology.

MRC as pre_sented in [9] c_reates a set of _ba_Ckup t0p9|09'|§f§‘. 1. Sample backup topology in MRC (a) and sample backpplogy in
so that each link and node in the network is isolated in ofR&axed MRC (b, c). In figures (a) and (b), nodes 3, 4 and 5 alated (all
of them. Relaxed MRC (rMRC) removes the requirement th@?ifaigif?%“;:rlgor;gg V;'re]ijgzto‘ﬂgro togarprf’f?r-] lrlrz(:f‘f)i’c“iﬂki/lgéyugge(;n?-?’
each link must be isolated in a backup topology, and uses ﬁﬂ s 3-4 and 4-5 are isolated. Fig. (c) shov)\//s ar):other rMR¢Ekba ‘topologill,
isolated links only when strictly necessary. We now descrilvhere nodes 2, 6 and 8 are isolated.
the internal structure of the backup topologies in rMRC,
present an algorithm that can create them, and describe the
forwarding mechanism in the network nodes. in topology7;. Formally, a node € V' is isolated in topology

T; if and only if all its adjacent links have a weight of at

leastw,. In rIMRC, only links directly connecting two isolated

_ o nodes must be assigned an infinite weight and thus be isolated
We consider a network consisting of a set of nodes V afflemselves. This is necessary to prevent traffic (i.e.,tebr

links E defined by the network topology gragh= (V. E). paths) from ever going through an isolated node.

In IP networks, unidirectional links (edges)= (u,v) are |splated nodes must be placed in backup topologies so that
assigned link weightsu(e). Traffic is carried over the pathsine following invariant holds:

with the least cumulative link weights to its destinationittW  |nvariant 1: All nodes must be connected by a path con-

MT routing, a logical topologyT; is defined by assigning sjsting only of non-isolated links and nodes.
various link weightsw;(e) to all links e € E such that each This ensures that all nodes can reach each other in all backup
topology can have a different routing. topologies without transiting an isolated node.

Let wyax be the maximal normal link weight in the network, Fig. 1a and 1b give an example of a typical backup topology

Inerestricld ik weightThe putpose of resticted ks & %" MC (@) and rMRC (b) where nodes 3, 4 and 5 are
9 purp isolated, and hence they will not transit any traffic. Thedin

influence \_/vhere shorte_st_paths are laid in backup to_pOIGQ'eSattached to these nodes have the weighor infinity, which
any acyclic path consisting of edges: w(e) < w, in the

network will have a cumulative weight lower than the weigh nsures that a shortest path routing algorithm will notciede
9 g Eath over these nodes. The example illustrates that rMRC (b)

.of.a. smglg restrlctgd link. Emally, we refer to a link W'threquires fewer isolated links (bold-line links) than MRQ.(a
infinite weight as ansolated link

An rMRC network topologyT; comprises the grapld: )
and a weight functionv; : £ — {1,2,..., Wmax, wy,00}. B Backup Topology Construction
rMRC distinguishes between the default topolo@y and rMRC and MRC can guarantee recovery from any link or
backup topologied’;,i > 0. In T no links are restricted, node failure only in biconnected topologies. If the topglag)
i.e.,wo(e) < Wpax, Ve € E. single-connected, one could decompose it in the bicondecte
For the protection against all single node failures, eactenocomponents and create backup topologies for each of them.
v € V must not be used as a transit node in at least oneBackup topologies may be constructed using different meth-
routing topology7;. Then, we say that is anisolated node ods. Manual construction is possible for smaller topolega

A. Definitions



Algorithm 1: Basic rMRC backup topology generator.

Input: Desired number of backup topologies graphG
Output: Backup topologiedt, ..., Ty, if successful

1 forie{l...n} do

2 T; < (G,wo) /| Backup topol ogy 1

3 S;<0// Isolated nodes in T;
4 end

5 Qu < V(G) /! Node queue

6 1+ 1

7 while @, # () do
8 u+ first (Qn)

9 R

10 repeat

11 if connect ed(7Tj,u)) then
12 i sol at e(u,T})

13 L S; < S; U{u}

14 else

15 | j« (jmodn)+1

16 until we S;ori=j

/1 1f i=74, all backup topologies tried
17 if uw¢ S; then
18 | Abort execution

19 i< (i modn)+1
20 end

Procedurei sol at e(u,T})

1 forall (u,v) € E(G) do
if w;(u,v)=w, then
| wj(u,v) < oo
else
|_ w; (U, v) < wy

o g b w N

end

node to be tested in the backup topology depicted in Fig. 1b,
the test would returfialse. This is because node 4 then lacks a
path of non-isolated nodes to all other nodes. If node 0 was th
next node, the test would retutmue. In that case, procedure
isolate(u,T;) is called. This procedure alters the weights
of the links adjacent ta:. If a neighbor ofu was already
isolated, the link between them will get weight (line 3 in
the procedurésolate). Else, the link will get the weightv,.
(line 5). If connected(7;, u) returnsfalse, all other backup
topologies are tried in sequence.

In some cases the specified number of backup topologies is
too low for the input grapltz, and the algorithm will have to
abort and exit without success (line 18).

The complexity of the presented rMRC algorithm for topol-
ogy creation is, similar to MRC, determined by the loops and
the complexity of the connectivity testing. An algorithrmath
tests whether a network is connected is bound to worst case
O(|V|+|E|). The number of runs of the inner loop in Alg. 1
is bound by the maximum node degrée In worst case, we
must run through alk configurations to find a configuration
where a node can be isolated. The worst case running time
for the complete algorithm is then bound BYnA|V||E|).

While the worst-case running time of the rMRC algorithm is
unchanged compared to MRC, the rMRC algorithm is simpler
and easier to implement.

C. Forwarding Information Computation

The generated topologies are input to a process that cal-
culates backup next hops. This process is similar to the
forwarding information calculation in the default (faikifree)
topology. It also finds the shortest paths to all destinatitut
differs in the way how it performs the last hop calculation.

one could easily construct algorithms that isolate one ar fe Normally, both link and node failures are protected by

nodes per backup topology.

Since the amount of the state required in the routers gro

routing traffic around the next hop node. However, when the
last link used to reach the destination (or egress routemen t

with the number of backup topologies, algorithms that aegpetwork) fails, only the next hop link should be avoided and

few backup topologies and still guarantee recovery from al
link or node failure are particularly interesting. The firsk

t the entire node. This is known as tlast hop problem
9] and has to be handled separately.

question one will pose is what is the minimal number of Contrary to MRC, rMRC does not explicitly isolate all links

backup topologies required to give such guarantee for agi

input topology. This problem is proved to béP-complete, X . o )
Instead, grgedWhere the detecting node itself is isolated. Using the backu

and is difficult to handle analytically [32].

heuristic algorithms are commonly used to create a smi

V@ solve the last hop problem. Instead, rMRC computes the

shortest pattwithout the failed link in the backup topology

pology where the detecting node is isolated ensuresttieat t

number of backup topologies that guarantee recovery trdkgffic cannot loop back to the detecting node but still eesbl

any link or node failure, like the algorithm presented in.[9

] the rMRC forwarding to reach the destination node.

For rMRC, we present a simple heuristic algorithm that _
attempts to isolate approximately equally many nodes ¥ Forwarding
each of a given number of backup topologies (Alg. 1). The In multi-topology routing, all packets carry a topology

algorithm initially creates backup topologies as copieshef

identifier to associate them with the topology they are rdute

default topology(G, wy), without any isolated nodes. In thisin. The topology ID is encoded in the packet header. All nodes
algorithm, node queué@),, is created as an arbitrary sequenchave to maintain routing information for all topologies te b

(line 5).

able to forward data in any of them. This basic forwarding is

The algorithm tries to isolate nodes as they are pulled osttown in steps 1 and 2 in the procedure in Fig. 2.
of the node queue (line 8). The backup topologies are selecte Failure-detecting nodes have a special role. They have

in round-robin fashion (line 15). Functiotbnnected(7;, u)

to change the topology the packet is routed in from the

tests if nodeu can be isolated in topolody; without violating default (normal) topology to the appropriate backup togglo
Invariant 1 (Sec. Ill-A). For example, if node 1 was the nextopology change can occur only once; if the packet is already
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of MRC compared to the other IP FRR schemes like Not-Via
and FIFR can be found in [33].

Fault-tolerant multi-topology routing requires the rastée
store additional information about the backup topologidse
amount of state required in the routers is related to the mumb
of such backup topologies. An excessive amount of this state
may affect router operation and therefore generating aay f
backup topologies is desirable. We measure how many backup
topologies are needed by MRC and rMRC to guarantee fault
tolerance.

When the failure occurs, IP FRR will immediately start
forwarding data traffic over backup paths. As backup paths
already carry their normal (non-rerouted) traffic, thisremses
the chance of congestion even in networks that are well
provisioned for failure-free cases.

The backup path lengths are correlated with the total net-
work load and the end-to-end delay. The backup path lengths
are independent of the traffic matrix, yielding more robust
results. Therefore we evaluate both the backup path lengths
and how well rMRC can optimize the load distribution and

avoid congestion in the case of failure.

Evaluation of, e.g., state requirements of a fast reroute
scheme requires experimenting with a large number of divers
network topologies, while load distribution optimizatooare

the packet is dropped to av&Gigmputationally expensive. We the_refore used two evaloati
methods, one for the state requirements and backup path
gths, and one for the load distribution evaluation.

Fig. 2. rMRC forwarding procedure.

tagged by a backup topology,
looping in case of multiple failures (step 3). If the failuise
detected toward an intermediate node (not last hop) in &0
forwarding path, the appropriate backup topology is the one
that has the failed node isolated. Then, regardless of whetlA. State Requirements and Backup Path Lengths

there is a link or node failure that has been detected thegpack 1) Method: We used synthetic network topologies based on
is rerouted around the failure to the destination. _ the Waxman model [34], created using the BRITE generator
If the failure is detected on the last hop in the forward|ng35 as well as some publicly available real topologies.
path, the same next hop can be returned in step 4, and st§B.p,jjies of 100 networks of size 16-64 nodes and two or
evaluates to “Yes". However, since the forwarding inforimat ,ee times as many links are tested. We use unit link wejghts
is computed without the link between the detecting node agg that the path lengths equal the hop count. This is the
the destination, it is safe to forward the packet in the backilommon practice when there is no information on how these
topology where the detecting node is isolated (step 6).  \yeights are set in a given network. The link weights can be set

We illustrate the rMRC last hop handling using Fig. lalégorithmically to improve the load distribution, as we kha

Assume node 6 detects a failure toward the last hop nodegdq |ater in this section.

The rMRC topology where nod_e 3 is isolated is shown in Algorithms for MRC (as in [9]) and rMRC (Alg. 1, Sec. Il)
Fig. 1b. Here, path 6-3 has still the lowest cost but mugte ;sed to create backup topologies with the minimum
not be selected since link 6-3 (or node 3_) has falled_. '_”Ste‘?ﬂjmber of topologies. For any given topology the algorithms
MRC uses the topology where the detecting node 6 is isolatgeh yn withn, — 2.3, .., until the first successful execution.

(Fig. 1c). In this backup topology, any neighbor of node &pq resyits of these runs are presented in the state recritem
may be used to rea_ch the_ destmgtlon. It is however fa‘_’or""_l&]ﬁalysis.

to pre-calcu_late which ne|ghb9r is. closest to the destimati Based on the created backup topologies, we measure the
and store this as the next hop in this topology. In our examglg i p path lengths (hop count) achieved by our schemes afte
in Fig. 1c, node 7 is closest to the destination and seleded_g ;e failure. The backup path lengths are calculated for

th_e backup ngxt hop t.o destin_ation 3 in this backup tOpOIOgé(ach source-destination pair in the network and for eacle nod
Since node 6 itself is isolated in this topology, packets db Neaiive on the path between them.

loop back to the failed link 6-3. 2) State Requirement®kelaxed backup topologies defined

and described in Sec. Ill do not isolate all links. Therefore
IV. EVALUATION there is more flexibility in rMRC than in MRC to decrease
Commonly used performance evaluation metrics for IP FRiRe number of backup topologies. Figure 1 illustrates this
schemes include routing state increase, backup path kengthfference. Assume that the process of isolating nodes (and
and load distribution. We compare rMRC with MRC to pindinks for MRC) should continue from the topologies presénte
point the performance differences. A performance evainatifor MRC (Fig. 1a) and rMRC (Fig. 1b). For MRC, nodes 1, 2
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Fig. 3. CDF of the number of backup topologies for MRC and rMRC
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three times as many links (32-2 and 32-3, respectively). Fig. 4. Path length distribution.
TABLE | 6
NUMBER OF BACKUP TOPOLOGIES FOR SOME REAL TOPOLOGIES s
Network | Nodes Links MRC rMRC -1
Geant 19 30 5 4 ?D 4 ,.—:’:”’
Cost239 11 26 3 2 8 P
DFN 13 38 2 2 = e===""
& 3 ==
Q
) - —
§ 2 —— Failure free |
. . . . < IP re-convergence
and 7 are not candidates to be isolated, because isolating an I —— tMRC _
of them would disconnect one or more of nodes 4, 5 and 3 —=— MRC
from the rest of the topology. For rMRC, it is only node 1 0
that must be excluded from the list of candidates, since its Wax 16-32 Wax 32-64 Wax 64-128

isolation would lead to disconnection of node 4.
Figure 3 and Tab. | show the number of backup topologi€¥- 5 Mean path length as function of the network size.

generated with the MRC and rMRC. We observe that the

increased flexibility with rMRC can decrease the number of o

topologies needed, in both denser (D=3) and sparser (D) Network Load Distribution

topologies. 1) Method: When the rMRC fast reroute is active in the
3) Path Lengths:Since routing in a backup topology isnetwork, the load distribution during recovery depends on

restricted, MRC and rMRC result in backup paths that atbree factors:

equally long or longer than the optimal paths in the re- 1) The link weight assignment used in the default (normal)

converged network. topology,
Figure 4 shows the cumulative distribution function (CDF) 2) The structure of the backup topologies (i.e., which links
of path lengths for normal failure-free routing, IP re- and nodes are isolated in each of them),

convergence, MRC and rMRC during a node failure in net-
works with 32 nodes and 64 links (other network sizes show
the same tendency). We see that the performance of less con
strained rMRC is slightly better than the performance of MRC
and closer to the optimal full IP re-convergence. It is imtpot = S
to remember that IP FRR gives that performance immediately
after the failure is detected, while the optimal scheme does
not yield this until the re-convergence is completed.

Mean path lengths for different network sizes are shown —— Failure free
in Fig. 5. As the size of the networks increases the path IP re-convergence
lengths also increase. Still, IMRC shows a better perfomaan —— tMRC
compared to MRC. In Fig. 6, we show how the number of —=—MRC
backup topologies influences the backup path lengths for MRC 0 ' ‘
and rMRC in topologies with 32 nodes and 64 links. Increasing Min > !
the number of backup topologies to a few more than the , _
minimum achievable improves the performance. However, (g8 & Heh pal lenaih a2 Lt of e number of backmomes

improvement diminishes if the number of backup topologies backup topologies achieved by our algorithm for the giirgut topology;
reaches a certain level. typically 3 or 4.

Average path length

—_




failure.
In this paper we optimize the load distribution for MRC and
rMRC using the same three-step procedure:

1) The link weights in the normal topology are optimized
for the given demand matrix while only taking the failure
free situation into account.

2) To construct backup topology “intelligently”, the load
distribution in the failure free case is used. We calculate
the impact of each node failure on the load on the
remaining links in the network. The aim is to isolate
nodes that carry a large amount of transit traffic in

Fig. 7. Cost239 topology (a) and Geant topology (b) used énetfaluation. the backup topologies with good connectivity. Thus, if

such a node fails, there are many possible recovery

paths, leading to a larger optimization potential. To

that purpose, [14] describes a heuristic that sums up
the total transit traffic through each node and isolates
fewer heavy-traffic nodes, or more light-traffic nodes,

per backup topology.

When the backup topologies are constructed, the link

weights (for links wherew(e) < wmax) Of the backup

topologies are optimized to get a good load distribution
after any link or node failure.

3) The link weight assignments used in the normal links
(w(e) < wmax) Of the backup topologies.

The link weights in the default topology (1) are important
since all non-affected traffic is distributed according tern,
while backup topologies are used only for the traffic affdcte )
by the failure. The backup topology structure (2) dictates
which links are used in the recovery paths for each failure.
The backup topology link weight assignments (3) determine

which among the available backup paths are actually used. i i )
The load distribution in the network (1) and (3) can be For a clear comparison, we compare backup topologies with

improved using IP link weight optimization techniques. Thifentical isolated node sets for MRC and rMRC. The backup
optimization process modifies the link weights trying touee ©0Pol0gies are constructed using the algorithm describ¢d]
the utilization of the link with the highest traffic load sebj N "MRC, the isolated link weights are relaxed @@ except
to the given source-destination traffic matrix. between the isolated nodes, as described in Sec. IlI-A.
There are different approaches regarding the question c) Traffic Matrix: To evaluate the load distribution in
whether IP link weights should be optimized primarily foeth the network, we require the knowledge of the traffic ma-
load distribution in the failure-free case or for the fasorge triX. The structure of the matrix directly influences theklin
phase (in which case some of the failure-free performange méeight setting given by the optimization procedure. Ths, i
be lost). This mainly depends on the network operators’ mal§-necessary to know the traffic demands between all origin
agement policies. Fault-tolerant multi-topology routaitpws and destination pairs in the network. Even for real networks
link weight settings in the backup topologies independentf this data is generally unavailable due to its confidenialit
the default topology. This allows us to optimize the failnee and difficulties in collecting it. We chose to synthesize the
phaseand improve the fast reroute load balancing. origin-destination (OD) flow data by drawing exponentially
We use ECMP forwarding to further improve the loadlistributed OD demand values and matching these values with
distribution. Since this implies the existence of this medem the OD pairs according to the heuristic described in [36]. In
in the routers, we also use ECMP for fast reroute in cases ##Prt, we sort the OD pairs according to their node degree
alternate equal-cost path is available after failure [fMRC and the likelihood of one of them being used as the backup
is then only used when there is no such equal cost alternaf@de in the case of a single link failure. Then, we match the

a) Considered Network Topologiestor the computa- sorted OD pair list with the sorted list of demand intensitie
tionally demanding load distribution optimizations, weeusgdenerated using the gravity model, which is suited for this
several realistic network topologies, and present redoits Purpose [37]. The generated OD matrix is scaled so that the
Geant and Cost239 networks. Geant is an illustrative exjstimost loaded link in the failure-free case has 100 % utilorati
network, while Cost239 is a good representative of a pro- d) Optimization Method:The traffic distribution in a
jected topology that shows how the future networks shoufgtwork can be measured in terms of maximum link utilization
look like to properly support resilience mechanisms andt fand groomed by appropriate link weight settings. We use an
management. This is reflected among other things in thgtimization method based on a simulated annealing-like pr
network connectivity, Geant being relatively sparse comga ciple [38]. In this paragraph, we formalize our optimizatio
to Cost239 (Fig. 7). objectives.

b) Optimization Framework:Network operators often We represent the link weights for topolody by a vector
plan and configure their network based on an estimate of tlag with one entry for each link (edge)c E. Given the link
traffic demands from each ingress node to each egress naugeight vectorw, for the default topologyly, we evaluate the
Clearly, the knowledge of such a demand matrix providéiek utilization p(e,wy) on all linkse € E in the network
the opportunity to construct the backup topologies in a waluring the failure-free case. This yields our objectivection
that gives better load balancing and avoids congestiom aftefor optimization step (1) from above:



link utilization than link failures, since the traffic eniteg and
leaving the network at the failed node is removed.

The results indicate a significantly lower fast reroute load
The algorithm implemented by our software heuristicallif 'MRC is deployed rather than MRC. If we divide all links

searches the vector space of possible link weight veatgrs by traffic load into two equally large groups, the difference
as described in [38]. is particularly big (up to 35 %) for the high-load half, while

Given the backup topologiég (i = 1,...,n) with their link MRC and rMRC behave similarly for the low-load half. It is
weightsw, and the link weight vectow, for default topology interesting that this significant difference is observedpite
To, we now can evaluate the link utilizatign® (e, s, w) for thatin some 60 % of the cases nodes select an ECMP alternate
link e € E in failure scenarie € S, wherew = (wy,...,w,) for the affected traffic, in which case rMRC or MRC recovery

are the link weights vectors for the backup topologies. TH& not used at all.
set S hereby denotes the set of protected network elementFig. 9b shows how rMRC’s ability to spread traffic over
failure scenarios, e.g., all single link and node failurasgd more links can sometimes have a dramatic impact in a sparsely
does not contain the failure-free case. Note that duridgriai connected network topology. After the worst-case nodeifail
scenarios the nodes adjacent to the failure send traffic ovém the Geant network, the relative maximum link utilizatiom
appropriate backup topologies according to MRC or rMRQ@e-converged routing and the optimized rMRC is almost the
Thus, p*° (e, s,w) is composed of the link utilization in the same and lies around 3.42, while the optimized MRC performs
individual topologiesT; where the routing followsw;. This poorly with a ratio of 7.76. Analysis of this particular case
yields our objective function for optimization step (3) fino confirms that the reduced number of isolated links (that @dn n
above: carry recovered traffic) in rMRC allows traffic to be recowetre
over more than one path, and makes it possible to set link
weights that gives a reduced utilization compared to MRC.

minimize pE, (wy) = maxcer (p(e,w)) 1)

minimize py3”% (w) = maxeepses (P (e,s,w))  (2)

V. MULTIPLE CORRELATED FAILURES
subject to the condition that the weights of restricted and High-quality network equipment is manufactured so that
isolated links may not be changed. The heuristic again bearcthe expected mean time before the given component fails
the space of possible link weight vectors for backup topie®g is very long. When failures do happen, the operator quickly
T; wherew, for the default topology remains fixed. replaces the failed component to restore the service. Thus,
2) Results:We present the load distribution for the testedvhile any combination of network links and nodes may fail
networks in form of the complementary cumulative distribusimultaneously, the probability of two independent, sitaul
tion function (CCDF), since this type of graph clearly showseous failures is relatively low.
the difference between different methods in the tail of the Many components do however share some physical or
distribution (i.e., for the most loaded links). If, for expta, a system relation, and the likelihood of their simultaneaikife
CCDEF line matches values= 0.5 andy = 0.68, this means is much higher. A single duct of optical fiber can carry many
that 68% of the links have load utilization of 50% or moreogical IP connections. A power supply failure may cut out a
The results are scaled so that the link with the highest lotatge set of colocated network nodes. Various other meltipl
in the failure-free case has unit utilization 1.00. We companetwork failures caused by a single event are possible [16].
the maximum link utilization for the failure-free case, thé&Ve call such failuregsorrelated and they occur frequently in
reconverged network after a failure (but without a new linkpractice [10], [15]. Components that share some kind ofifail
optimization process), then for rMRC and finally for the MRQorrelation are said to compriseShared Risk GrougSRG).
fast reroute. Relaxed MRC provides a greater flexibility of backup topol-
For all distributions except the failure-free case, theicted ogy creation and opens the door to handle multiple correlate
values represent the maximum load a particular link expefailures with IP FRR. The good news about correlated fadure
ences over all failures. Note that in these simulations, @en is that they are often possible to anticipate. It is, for eglm
drop traffic due to congestion. Instead, we let the util@ati often known which links share the same duct, or the same
of some links exceed 100%. Hence, all load values shoufdterface card on a router. The single failure recovery s
be considered relative. Figures 8 and 9 shows results for gtesented in Sec. Il will in some cases be able to recover
single link failures (left), and all single linkand node failures the traffic from more than one failure, however, they provide
(right), scaled so that the highest load in the optimizeldifai no guarantees. A modified rMRC algorithm that takes into
free case has unit utilization of 1.0. account SRGs may yield much better results under multiple
For Cost239 (Fig. 8), the maximum link utilization for re-simultaneous failures. In this section, we propose andiet@l
converged routing is 1.73. Optimized rMRC has the maximusuch an algorithm that we denote rMRC-SRG. We also eval-
link utilization of 1.50, while MRC has 1.87 for link failuse uate the recovery properties of Not-via, FIFR and rMRC, and
and 2.03 for node failures. Again, it is important to remembeompare the path lengths of all the schemes.
that IP FRR outperforms the re-converged routing immebjiate
after the failure is detected—it does not need to wait fd- Types of Correlation—Shared Risk Groups
the routing process to converge. One interesting observati In a large network there is a vast number of combinations
is that node failures normally do not give higher maximurof potential failures. It is not scalable or required to desi
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Fig. 9. Max utilization for Geant links, a) over all link failes and b) over all link and node failures.

a recovery scheme to protect against all the combinatioméll cause these links to fail simultaneously.

We focus on the three main causes of correlations observedrigure 10c shows the basic principle of a shared risk group
in fixed IP networks: simultaneous failure of neighboringf links sharing the sameonduct This type of correlation
nodes, links sharing the same network interface card oncavers links that do not share an end point (node). A correla-
router and links sharing the same fiber or conduct [3%on where the links in a conduct also share a node is covered
In addition, all links sharing the same router can often by the shared risk group in Fig. 10b (card).

regarded as correlated, however this will be implicitly emd We make the following assumptions regarding the types of
by node recovery in a method for one fault tolerance. We ontprrelation. For the neighbor groups (Fig. 10a), we assume
address components whose failure is possible to protect—that every node in the group has a connection to a node that
do not attempt to protect SRGs whose removal disconneigsnot in the group. Else, it is not possible to guarantee a
the network. communication path to a non-failed node in the group in the

Figure 10a shows the basic principle of a shared risk groﬁg_se where not the entire group has failed. For card groups
of neighbornodes. Such nodes can fail simultaneously due {519- 10b), we assume point-to-point links that can only e i
power outage or disasters like floods and terror attacksserh@n€ card group at each end. For conduct groups (Fig. 10c) we
nodes are assumed to be located in nearby physical locatigfsume that a link can be part of more than one group as a
and also sharing some physical resources. A point of presefigk can share conducts with other links in different parts o
(PoP) could be a typical example. Also regular maintenan@econduct stretch.

like software updates and router restarts might be intézdre

as neighboring nodes failing simultaneously. B. Basic principles of rIMRC-SRG

Figure 10b shows the basic principle of a shared risk grouprMRC-SRG is designed to guarantee recovery from any
of links sharing the same network interfacard on a router. single componentfailure or any single shared risk groupffai
This group definition will also represent links that share ththat has been planned for in advance. To accomplish this,
same fiber or conduct attached to the same node. Failureswan build a set of logical backup topologies that make sure
the interface card, failures on a fiber component or a fiber dhiat each single node and each SRG has been isolated from
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(line 1). Since a node can be isolated using any combination
of isolated and restricted links, Alg. 3 first isolates thereno
restrictive cases of interface cards (line 2) and conducts
(line 3). Then, neighbor node SRGs are added, and, finally,
all single nodes (line 5). The single nodes are converted in
single-element sets to preserve the set-queue semantigs of

Fig. 10. a) Neighbor nodes. b) Links sharing interface carfiber. c) Links
sharing conduct.

Algorithm 3: rMRC-SRG backup topology generator.
Input: Graph@G, correlated failure seté', Cr, Cc
Output: Backup topologiedt, ..., T,

1 Q<+ 0/l Odered list of correlated failure

carrying traffic in at least one of the topologies. We use
restricted and isolated links and isolated nodes (dedtriibe 2 Q.
Sec. IlI-A) as tools to isolate all the components. Since the @

Q. addAl |

SRG scheme is based on rMRC, single links do not have to be¥’
isolated explicitly. However, we use isolated links to &el
the conduct groups and the card groups.

Neighbor group: For each neighbor group, there muss
exist a backup topology where all the nodes constituting tife
group are isolated, i.e., the links attached to the nodes ]ﬁre
assigned the link weight, as described in Sec. llI-A. Some,,
of those links might be assigned weight of infinity if theys
belong to, for instance, a card group (described below)ithat4
isolated in the same backup topology. Links between isolaf@

sets

addAl | (Cy)

addAl | (Cc)
(C

N)

Q. addAl | (si ngl etonSets(V(G)))
6 n+<0
7 while Q # 0 do

n<+<n+1
Tn < (G,wo) /' New backup topol ogy
S« Q.first()
while S # () do
if connect ed(75, S) then
foreach e € S do

case(e typeof Link)

| wn(e) < o0

case(e typeof Node

nodes in a neighbor group will have the weight of infinity toas
| isolate(e,T})

Interface card group:For each card group, there must’
exist a backup topology where the links constituting a caygl
group will not carry any traffic. In this backup topology, see
links will have the weight of infinity, i.e., they are isolate
links.

Conduct group:For each conduct group, there must exist
a backup topology where the links constituting a condu%
group will not carry any traffic. In this backup topology, #ee
links will have the weight of infinity, i.e., they are isolalte
links.

| Q.renmove(S)
| S+ Q. next()

19

Algorithm 3 processes the entire queue from the first to

e last element attempting to isolate all correlated sets i

the current backup topolod¥, (line 9). In this algorithm the

semantics of functioronnected() are overloaded to accept

a set of components instead of a single node as in Alg. 1.
One backup topology can potentially isolate several nodgs;nctionconnected() returnsfalse if removal of all network

links, and SRGs as long as the Invariant 1 from Sec. Ill-@omponents (link or nodes) specified in $etlisconnects the

holds. Since the SRGs are isolated using isolated nodes @rﬁgph G, andrue if the graph remains connected.

links, the invfariant also implies that the path will avoid al | the graph remains connected, the elements from the com-

components in a group. ponent sefS are processed one-by-one and isolated depending

on their type (line 14). The processed SRG sets are removed

C. MRC-SRG Algorithm from the queue.

We have developed an updated version of the rMRC algo- .
rithm to create backup topologies while taking into accouf: Forwarding
the existence of SRGs. Similarly to Alg. 1, the new algorithm When a failure is detected on the next hop, the rMRC
operates on an arbitrary biconnected network graph. Itstakerwarding described in Sec. llI-D assumes that there is a
three sets of correlated network components as input: the sepping from the failed link to a backup topology that avoids
of neighbor group<’y, the set of interface card group%, that link. No such mapping exists in the SRG case, since SRGs
and the set of conduct grougsc. For simplicity, the new may overlap. This means that several backup topologiestmigh
algorithm (Alg. 3) does not take the desired number of backuged to be checked before finding the one that protects the
topologies as input. Instead, it creates backup topologgesfailed SRG.
long as there are any non-isolated elements. The basic idea for IMRC-SRG forwarding is therefore to
Intuitively, there should be a difference in the number cfuccessively try the topologies from zeroittyax (i.e., the
backup topologies required to isolate all SRGs and singlefault topology ID to the highest topology ID, Fig. 11. Care
nodes in the network graph, depending on which of the setaist be taken to avoid looping in presence of concurrent
Cn, C1 andC( are attempted to isolate first. Therefore, Alg. 3ailures that cannot be recovered. Since a node can never
uses an ordered list of SRG sets as its queue strucurechange the topology ID to a lower topology ID than the current
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! (id = idy) TABLE I

SHARED RISK GROUP SIZE{NUMBER OF COMPONENTS IN A GROUP,
3 Yes UNIFORMLY RANDOMLY SELECTED UNLESS STATED OTHERWISE
Drop packet . .
| Size A Size B
4 Neighbors | 2 or 3 2-5
° Card 20r4 2 (25%) or 4 (75%)

Lookup in topology Conduct 2-5 2-8

id—id+1

'

Forward components in a group (nodes, links or interfaces). When we
topology id evaluate the "Combination” of SRGs, we combine Neighbor
groups, Card groups and Conduct groups randomly with equal
probability. In the evaluations, we vary the number of SRGs
in a network so that they comply with what would be a
reasonable number in the networks of interest.

2) Number of Backup TopologiediVe first measure the
number of backup topologies created by Alg. 3 in the syntheti
topology idy+1 topologies. We present the results in form (minimaverage
maximum) among the 100 topologies in each class.

Table Il shows how the different SRG types (neighbors,
interface card, conduct) influence the number of backup
topologies for rIMRC-SRG. We observe that the number is
e same for the three different types. For the combination,
e number is a bit lower as it is easier to isolate groups

Returned next
hop failed?

Select a random .
7 - Forward in

neighbor for
deflection

Fig. 11. Modified forwarding procedure to accommodate @gring SRGs.

ID, the algorithm drops the packets when the topology ID hélg

reached the maximal ID (step 3). If the incoming topolog : :
ID idyy is less thanidyax, Steps 4 to 6 try successiverOf different types in a common backup topology. We also

backup topologies until thizix has been reached or a Va”Oobserve that the number of backup topologies increases with

next hop has been found. If a valid next hop has been four%‘,a number and size (category B) of groups. The_ Ia;t row in
the packet is forwarded to that next hop, marked with thtge table shows that the number of backup topologies ineseas
corresponding topology 1D (step 5) with lower average node degree (i.e., W-32-64 with 4 SRGs

If, however,idyax has been reached without having a vali(?,f size B as opposed to W-32-96 with the same number and

next hop, there is a possibility that the failed interfaceigard 5128 of SRGS). _

an egress node. In that case, all backup topologies wiltmety _T2Pl€ IV shows the number of backup topologies for MRC-

the failed interface as next hop. The packets are then faegar SRC compared to rMRC that is designed for single failures
in the backup topology with ID one higher than the topolog?_nly' We have used combinations of the three group types

ID the packet had when it entered the node. As long as theyace that will be the most relevant scenario in a real nekwor

are not more failures than a single link, node or SRG failuré/e observe that ’MRC-SRG, which protects against corrtlate

there will exist a backup topology that brings the packets f'd Single failures, requires more backup topologies coetpa
the correct egress node without looping back to the faild@ ™RC. In addition, more shared risk groups require more

component. If there are more failures than planned for, RfCKUP topologies. On the other hand, it is clear that the siz

the worst case the packets will be dropped whénax is of the groups has little influence on the number of backup
reached. topologies needed. This is due to the structure of the d@iffer

shared risk groups. The size of a card group does not have
_ an influence since the isolated links are attached to the same
E. Evaluation node and can easily be isolated in the same backup topology
When we build backup topologies that protect againsp matter whether the size is 2 or 4. Neighbor groups consist
correlated failures, it is expected that the number of bpckof nodes located together, and isolating 5 neighbors idstea
topologies increases due to the number and combinationsobf3 neighbors should not influence much the connectivity of
components that must be isolated. In addition, we expect tie rest of the network. Isolating links does not influence so
path lengths to increase due to more isolated componentsrinch the number of backup topologies, since isolated links
each topology. In this section we will evaluate the scaighil are less likely to disconnect the network than isolated spde
and backup path lengths for the rMRC-SRG scheme, coparticularly when the average node degree is high. Henee, th
paring it with the single failure schemes rMRC, Not-via andize of a conduct group has no significant influence on the
FIFR. number of backup topologies. We also see the same tendencies
1) Method: We experiment on the synthetic Waxmarior the DFN network.
topologies described in Sec. IV and use the tri-connected DF 3) Recovery Success Rate8IRC-SRG guarantees recov-
network in addition. ery from planned SRG failures. To motivate the need of
We specify SRGs in four classes called “Neighborsthis scheme, we give here an evaluation of the success rates
“Card”, “Conduct” and “Combination” and two group sizesof the single failure schemes (rMRC, Not-via and FIFR)
called A and B (Tab. I). The group size denotes the number dfiring correlated failures. For the evaluation of coretat



TABLE Il

NUMBER OF BACKUP TOPOLOGIES WITH MRC-SRGAND DIFFERENT GROUP TYPES

12

Network #groups Size  Neighbors Card Conduct  Combination

DFN (13-38) 4 A 3 3 3 3

DFN (13-38) 4 B 3 3 3 3

W-32-96 4 A 3,33 3,33 3,33 2,2.27, 3

W-32-96 4 B 3,3, 3 3,3, 3 3,3, 3 2,233 3

W-32-96 8 A 4,4, 4 4,4, 4 4,4, 4 2,2.73 3

W-32-96 8 B 4,4, 4 4,4, 4 4,4, 4 2,297, 3

W-32-64 4 B 3,3.18 3,317 4 3,317, 4 3,3.02 4

TABLE IV TABLE VI
NUMBER OF BACKUP TOPOLOGIES FOR DIFFERENT RECOVERY RECOVERY SUCCESS RATES OF UNCORRELATED FAILURES

APPROACHES #Node failures | rMRC  Notvia FIFR  rMRC-SRG
Network #groups Size rMRC-SRG rMRC 2 93.7% 94.4%  96.5% 99.7%
DFN (13-38) 8 A 3 2 3 ‘ 87.7% 84.1%  93.1% 99.1%
DFN (13-38) 8 B 3
W-32-96 24 A 4,4.04 5 2,23 3
W-32-96 24 B 4,407, 5 1 Tl =k
W-128-384 24 A 4,4, 4 2,2.77,3 i
W-128-384 24 B 4,4, 4 2 08 A
W-128-384 9 A 6,6, 6 ) // L,
W-128-384 96 B 6,6.02 7 = Iy

S 06 I
é / // / —— Failure free
TABLE V : 0.4 ’// IP re-convergence
RECOVERY SUCCESS RATES OF GROUP FAILURES 8 ’ / /' / —s—tMRC
DFN (13-38) W-32-64 W-32-96 W-64-128 02 L/ —= tMRC-SRG
(9=8) (9=24) (g=24) (g=48) ’ /A +- Not-via
i FIFR
MRC 88% 75.7% 77.3% 84.3% 0 £ — T
0 1 2 3 4 5 6 7
Not-via 94% 56.5% 71% 62.9%
Path length
FIFR 94% 91.3% 92.9% 95.9%
Fig. 12. CDF of path lengths

failures, we used combination of the three group types WiQ)(PIained by three functional properties. First, IMRC-SRG
the group sizes B (Tab. Il). We measured the percentage g, try all topologies before dropping packets. Second, it
source-destination pairs that still can reach each other afrequires more topologies than rMRC, and hence have more
having experienced at least one of the failures. For eagl,g|ogies to choose from. Third, rMRC-SRG isolates more
synthetic network type, we have used five randomly generaigdinnonents in each topology to handle the correlations and
topologies, and the figures given are the average of those fiy.ir combinations. As for correlated failures FIFR pemier

Table V shows that the single failure schemes do not proviggiter than rMRC and Not-via due to no dropping of packets.
sufficient recovery guarantees during correlated failufds 4) Backup Path Lengthsive have calculated the difference
number of groups is denoted as "g=x". We have observgd nath lengths in a scenario with one node failure in the
the same tendencies for networks of different sizes and nqgi&work. There are two reasons for studying the one-failure
degrees. rMRC-SRG provides 100 % protection in all ne¢zse. First, the proposed recovery scheme (rMRC-SRG) iso-
works. We observe that FIFR gives higher success rate thafes several components in each backup topology, and hence
the other schemes. This is due to the fact that FIFR dogg routing flexibility is restricted even if there is only @n
not drop packets when a packet experience more than Qfure in the network. Second, the one-failure case is tbetm
failure, which is the case with rMRC and Not-via. This hagominant case in practice [10].
the n_egative effect that packets that cannot be recoveritd wi Figure 12 gives the results from a random Waxman topology
loop in the network. with 32 nodes and 96 links. It shows the CDF of path lengths

We now turn our attention to how the presented schemfes the different schemes. rMRC-SRG gives longer backup
perform in the face of uncorrelated failures. We have geadrapaths than the single failure schemes, which gives similar
random simultaneous failures of 2 and 3 nodes and counteth lengths. The main reason for this is the fact that more
the cases where the schemes successfully recover the eonnemponents and also localized components are isolate@in th
tivity (only failure combinations where the network remainsame topology. This influences the routing flexibility ané th
connected are counted). Table VI shows the results fromdatour that the traffic must take to reach the destination.
random Waxman topology with 32 nodes and 96 links.

We observe that rMRC-SRG gives higher success rate than VI. CONCLUSION
the single failure schemes. The advantage is particularfyel In this paper we have proposed relaxed Multiple Routing
for 3 failures. The good performance of rMRC-SRG can b@onfigurations (rMRC) for IP fast reroute. It is a simplifi-



cation and enhancement of conventional MRC in the sense]
that the requirements for the backup topologies are relaxed
We have explained the basic operation, the backup topolo[gy]
creation, and the link weight optimization that are apyiea
to MRC and rMRC. Using these algorithms, we compared the
performance of the new rMRC to the one of MRC, normal =2
re-convergence, and failure-free IP routing. [13]
The results showed that the relaxed requirements of the
rMRC have several benefits. The presented algorithm (ifﬁ]]
guarantee link and node fault tolerance with fewer backup
topologies than MRC. Furthermore, rMRC increases the con-
nectivity of the backup topologies, so that the length d#°!
the backup paths is shortened and the link utilization in
failure cases is lower due to improved load distributionr Ouie]
evaluation clearly indicates that rMRC is the superior inult
topology routing based approach for IP fast reroute today. (17
We have presented and evaluated an rMRC variant that pro-
tects shared risk groups in addition to single nodes ands.link18]
We have described a modified topology generation algorithm
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